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o ET 1M\ [) P A Calcul matriciel

9 Notation Symbole de KRONECKER

1 Matr!ces & 0|?erat|ons """"""" Résumé & Plan Soient x, y deux éléments d'un ensemble E, alors le symbole de KRONECKER de
2 Matrices carrées................ Le calcul matriciel est un puissant x,y est défini par :
3 EXErcices .......covevieunnnnnnn. outil pour traiter de nombreux pro- 1 six=y
Etre visionnaire cest regarder ~ blémes. En analyse les suites ré- 8,y = . ,
le monde au-dela du temps. ~ currentes linéaires ou de systemes 0 sinon.
Mais on ne voit pas plus loin, ~ différentiels linéaires, en algebre il
que les choix que I'on ne peur ~ permetI'étude efficace des applica-
pas comprendre. tions linéaires ou encore des sys-
— I’Oracle dans The Matrix témes d’équations linéaires. Lob-
jectif de ce chapitre est de déve-
lopper les notions du calcul matri-
ciel qui nous permettront de traiter
les problemes précédents plus tard
dans l'année.
® Les énoncés importants (hors définitions) sont indiqués par un V9.
® [es énoncés et faits a la limite du programme, mais trés classiques parfois, seront
indiqués par le logo [H.P] . Sivous souhaitez les utiliser & un concours, il faut donc Exemple1 SoitE = [1, n] avec n e N*, eti,j, k€ [1, n].
en conna_litre. la preuve ou la méthode mise en jeu. Ils doivent étre considérés comme 1 sii=j,
un exercice important. ® 3= )
® Les preuves déja tapées sont généralement des démonstrations non exigibles en 0 sinon.
BCPST1, qui peuvent étre lues uniquement par les curieuses et curieux. Nous n'en 1-0 sii#j 1 sii#j
parlerons pas en cours. ® 1-§;;= 1-1 sinon = 0 sinon

@Cad’e 1 sii=j=k

. 2 e 2 e ® 0;; P =
Dans tout le chapitre, 'ensemble K désignera R ou C, et n, p désignent deux Bij * Ok 0 sinon.
entiers supérieurs ou égaux a 1. ’
2!

Commencons par introduire une notation importante que nous utiliserons dans le
chapitre.
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n MATRICES & OPERATIONS

n Généralités

— Définition 1| Matrice
On appelle matrice n x p a coefficients dans K, on ditencore de format n x p, toute

famille d’éléments de K indexée par [1, n] x [1, p], c’est-a-dire une application
[1, n] x[1, p] — K. On note une telle matrice :
® sous la forme A = (A, ;)i<i<n, Ou plus simplement (A;;); ; si le contexte est

1sjsp
clair.
® Ou encore sous la forme d’un tableau entre parenthéses a n lignes et p co-
lonnes :
Anr A Ay
P
An,l An,2 o An,p
® Pour (i,j) € [1,n]x[1, p], onappelle A; ; coefficient de la lignei et de la colonne
J

® Sip =1, onparle de vecteur colonne,

Arn

A.
et A=|"3|.

An,l

® Sin =1, on parle de vecteur ligne, et
A= (Al,l Ay - A1,p).
® Si n = p, on dit que la matrice est
carrée.

Remarque 1 (Lignes avec ou sans virgules?) En toute rigueur les éléments de
IKP (produit cartésien défini plus tot dans 'année) sont notés (x,, ..., x,) alors
que ceux de M, , (K) sont notés (x1 o x,,). Mais dans les deux cas, ces éléments
sont définis comme des applications de [1, p] dans K, on s’autorisera donc a

écrire:  (xy,...,%,) = (xl X

0 Attention

® De méme qu’on ne confond pas une suite u (une famille) avec son n-iéme
terme u,, (pour n € N, un nombre réel),

® on ne confondra pas une matrice A = (A; ;)1<i<n (une famille) avec son coef-
1sjsp
ficient (i, j) noté A; ; (un élément de K).

e Notation

® Onnote M, , () 'ensemble des matrices n x p a coefficients dans K.
® Lorsque n = p, on note plus simplement 97, (K) au lieu de 91, ,, (K) et on

note plus simplement A = (A; ;) 1<;,j<, aulieude A = (A; j)1<i<n.
1sjsn

Dans les notations précédentes, le premier indice désignera toujours le numéro de
ligne, et le second le numéro de colonne.

Exemple 2

50 i
° (2 8) €M, , (R) =My, (C), ( iﬂ) €M, 5 (C),

1+2i 8 e3
1
+i
® (1 -1 0)e9M,5(R) est une matrice ligne, alors que o1 | € s, (C) est
3
une matrice colonne.
2+3 2+6 5 8
® (2 +3j)icica=[4+3 4+6|=|7 10[eM;,(R).
'5=2 \8+3 8+6) \11 14
® Les écritures sous forme de tableauxde A = (i — j)1<i<s €t B = (2"*/)1<;<3 sont:
1<j<3 1sj<2
7
2 1.1
Exemple 3 On considere la matriceA=1|--. - 1 de format n x n. Ecrire le
1....1 2
coefficient (i,j) de la matrice A en fonction de 6, ; pour tout (i,j) € [1, n]?.
¢
)
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— Définition 3 | Matrice nulle
On appelle matrice nulle de9,, , (IK) la matrice n x p ayant tous ses coefficients

Définition 2 | Egalité matricielle égaux a z€ro :
Soient A, B deux matrices. Alors A et B sont dites égales si : 0..0
® clles ont méme taille, c’est-a-dire A, B € M, , (K) pour un certain (n, p) € N2, 0,,,p = (0)1<i<n = | :
® et: V(ij)e[l,n]x[L,p], A;;=B;; 'sisP 0.0

— Définition 4 | Matrice identité

Exemple 4 Soit On appelle matrice identité de i, ,, (IKK) la matrice n x n n'ayant que des uns sur

1 -1 cos(0) €™ 1 -1 la diagonale, et des zéros ailleurs :
A= , = , et C=|0 2|
0 2 tan(0) 2 1 0
00 -

OnaA=BmaisA+CetB+C. I :(5..) = '?."o%

(4 n i,j)1<isn N

o =/= .
0 1

— Définition 5 | Matrice homothétique
On appelle matrice homothétique de M, , (K) de rapport A € K la matrice n x n

e Notation Ecriture en lignes/colonnes d’'une matrice suivante : \ .
SiA €M, , (K), alors on notera en ligne ou en colonnes de la maniere suivante : "
%
L,(A) AL, = ()‘Si,j)lszjsn — S
A= CI(A) CP(A) = . 1sjsp )\
L,(A) 0

— Définition 6 | Matrice ATTILA
On appelle matrice ArriLa de,, , (K) la matrice n x n suivante :

1..1

-2 01

Exemple5 PourA = ( 3 921

),ona:

C,(A) =

-2 0 1 Jn=Wh<isn =
3 )’ CZ(A) = (2)’ CS(A) = 1)’ Isj<n 1..1

Li(A)=(-2 0 1), L,(A)=(3 2 1).

Exemple 6

MATRICES USUELLES. Pour terminer, définissons quelques matrices usuelles. La

terminologie associée aux deux premieres n'est pas anodine, il y a un lien avec les 10 100 11
applications linéaires identiques et les homothéties définies dans les ?222, ce lien eI = (0 1), =10 10| J,= ( 1 1)
sera explicité plus tard dans ce chapitre. 001
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Définition 7 | Matrices élémentaires (ou base canonique) { AL

Pour tout k € [1, n], et £ € [1, p], on appelle matrice élémentaire d’'indice (k, ¢),
notée E; ¢, la matrice de 9, , (i) constituée de zéros partout sauf pour le coef-

) ) . En particulier, pour A = —1, on arrive a la définition suivante.
ficient en ligne k et colonne ¢, qui vaut un.

( Définition 10 | Matrice opposée

Exemple 7 (pourn=2,p=3) Dans,;(R),ona: Soit A = (A; j)1<i<n € M, , (K). On appelle matrice opposée de A la matrice —A.

1sjsp
B = 100 g (010 B (001
L1710 0 0 L2710 0 0 L3710 00 1 o 1L 3 41
— 1A= 2 — B
. 00 0 {000 {000 Exemple 8 Calculer 2A+B0uA—(_2 3 _%)etB—(O 0 1).
21711 00] 227 lo10 27|00 1) P
2

Remarque 2 (Réecriture avec le symbole de KRONECKER) Autrement dit,

Epe = (6i,k6j,€)1sisn'
1sjsp

En effet, tous les coefficients sont nuls, saufsi :
aiyij,[ =] < 6i,k = 1%6]'[ =l i= k,j:f,
C’est-a-dire si le coefficient considéré est sur la ligne k et la colonne #.

N

p 1
Exemple 9 Ecrire ( 9 ) enfonctiondeE, ;,E; 5,E;,E; 5.

_2 _3
- . - 2
n Opérations sur les matrices

pl
ADDITION ET MULTIPLICATION EXTERNE. On commence par deux opérations
trés intuitives sur les matrices.
— Définition 8 | Somme matricielle
Soient A = (A; j)1<i<n € M, , (K) et B = (B; j)1<i<n € M,, , (K). Onnote A+B €
1sjsp 1sjsp
M, , (K) la matrice définie par :
A+B: (Ai,j+Bi,]')1€l:Sl’l' 1 1
) Isj<p Exemple 10 Soit A = . Déterminer o,f € Rtelsque: A*=AxA =
Autrement dit, les coefficients de A + B sont obtenus en sommant ceux de A avec 0 2
ceux de B. aA +Bl,.
’I

On peut également multiplier une matrice par un scalaire, et ainsi définir une opé-
ration externe sur 91, , ().

Définition 9 | Multiplication par un scalaire d’'une matrice

Soit A = (A; ;)1<i<n € M, , (K) et A € K. Alors la matrice AA est définie par:
1sjsp

AA = ()\Ai,j)lsisn .
1sj<p
Autrement dit, les coefficients de AA sont obtenus en multipliant ceux de A par
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Remarque 3 (Matrice comme combinaison linéaire de matrices élémen-
taires) Plus généralement, siA = (A; ;)i<i<n € M, , (K), alors:
1sj<p
A = Z Ai,jEi,j'

1<i,jsn

Exemple 11 (Produit-nul «avec un A») Soit X € 91, ; (K) et A € K. Montrer
que: AX=0,, < A=00uX=0.

Les opérations +,. sur les matrices posséde des propriétés similaires a celles des
nombres réels déja rencontrées, dont la vérification ne présente pas de difficulté.

— Proposition 1| Propriétés de la somme
Soient (A,B,C) ee M,, , (K)*.
® [Associativité] (A+B)+C=A+(B+C).
® [Commutativité] A+B=B+A.
¢ [Elément neutre] A+0,,=0,,+A =A.On dit que 0,, est un élément
neutre pour 'addition matricielle.
® [Elément opposé] A+(-A)=0,,.

— Proposition 2 | Propriétés de la multiplication externe
Soient (A,B) ee M, , (K)* et (A, ) € K>, Alors :
® [Associativité] (Ap).A = A.(pA).

e [Elément neutre] 1.A =A.On dit que 1 est un élément neutre pour la mul-

o Attention

tiplication externe.

® [Distributivité] (A+u)-A=A-A+u-A, A-(A+B)=A-A+A-B.

MULTIPLICATION INTERNE. Passons a présent a une troisieme opération : celle
du produit matriciel. Nous allons chercher cette fois-ici a multiplier deux matrices
entre elles. La définition ci-apres peut paraitre parachutée pour le moment, mais elle
trouvera tout son sens dans le 22 oll nous utiliserons les matrices pour traiter des
problemes d’algebre linéaire. Pour I'instant 'objectif n’est donc pas de comprendre
pourquoi on définit le produit matriciel ainsi, mais de savoir les calculer.

— Définition 11| Produit matriciel

SoientA = (A; j)1<i<n € M, , (K) et B = (B; j)1<i<p € M,, , (K), donc telles que le
Isjsp 1sj<q

nombre de colonnes de A soit égal au nombre de lignes de B. Alors on appelle

matrice produit de A par B, notée A x B ou plus simplement AB, la matrice de

format n x g définie par :

p
Asz(ZAi,ka) ,
k=1

autrement dit :

1<i<n
1sj<q

p
V(l,]) € [[1 , I’l]] X [[1 , q]], (A X B)i,j = Z AikakJ"
k=1

Remarque 4 (Sur le format des matrices) On remarque que le nombre de co-
lonnes de A doit obligatoirement étre égal au nombre de lignes de B. On pourra
retenir le schéma suivant type «relation de CHASLES » pour connaitre le format
de la matrice produit :

Matrice n x p X Matrice pxq — Matrice n x g

En particulier, le produit de deux matrices carrées de taille n est encore une ma-
trice carrée de taille n.

Existence du produit matriciel

Toujours vérifier les formats des matrices avant de calculer le produit matriciel
des deux.
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Remarque 5 (Visualisation du produit matriciel) Le produit matriciel peut
étre illustré, au brouillon, de la facon suivante.

i

%’Blﬁi' --By,

rq

C’est 'image précédente qu'’il faut avoir en téte, mais dans la pratique on écrira tou-
jours les deux matrices sur une seule ligne. On retiendra en particulier que pour cal-
culer le coefficient (i,j) du produit, on a besoin de regarder la i-ieme ligne de la
premiere et la j-ieme colonne de la deuxieme.

21 1 0 1
Exemple 12 Calculer |1 3| x .
2 0 2 -13

Exemple13 Calculer, sic’est possible, les produits AB et BA dansles cas suivants:

123 1 3
. A=[4 56| B=|1 1}

123 ~1 2
S

3.A=(1379)

o~}

Il
—_—
OLO»—
A ——

wac(tO) go[0l
"2 loo) "7loof

4

Faire trois constats de ces calculs de produits.
® [Constat 1]

R4

® [Constat 2]

4

® [Constat 3]
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[Constat]

Résumons les différents constats faits précédemment.

o

Attention Mises en garde calculatoires

® Vous avez vu au college qu'un « un produit (de nombres réels) est nul si et
seulement si un de ses facteurs est nul » (le résultat est encore vrai pour des
complexes). Ceci est en revanche faux pour les matrices. En résumé, on ne
peut simplifier par A ci-dessous :
AB=AC==B=_C.
De-méme, pour tout vecteur colonne X :
AX=0==X=0.

o

En revanche, on pourra opérer a ces simplifications si A est

« inversible », voir plus bas.

® [e produit matriciel n'est pas commutatif, c’est-a-dire en regle générale AB #
BA.

Note

Définition 12 | Matrices qui commutent
Soient A,B € M, , (K) deux matrices carrées. On dit que A et B commutent si

AB = BA.

Pour des « grosses » matrices, il peut étre parfois judicieux d’utiliser la formule du
produit matriciel avec la somme pour alléger les calculs. Voyons deux exemples.

Exemple 14
® Pour A € M, , (K), calculer J,AJ,.

4

® Conjecturer une formule pour ], AJ, lorsque A € 9, ,, (K). La prouver en uti-
lisant I'expression en somme du produit matriciel.

4
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Exemple 15 On considére la matrice A de 91, ,, (R) ci-dessous :

1...1
2...2
A= - .

A l'aide de la formule du produit matriciel, déterminer 'expression du coeffi-
cient général des matrices ci-apres. Soit (i,j) € [1, n]*.
1 [Al];; =

4

2. [J,A] ij =

Remarque 6 (Produit et écriture en colonne) Il peut étre parfois utile de re-
tenir le produit matriciel de la maniere suivante, lorsque la matrice de droite est
écrite en colonne.

AB=Ax| Ci(B)|...|C,(B) | = AxCy(B)|... | AxC,(B)
Les A x C;(B),i € [1, gq], sont des vecteurs colonnes par définition du produit

matriciel, qui forment les colonnes de la matrice produit AB. En effet, par défi-
nition la j-éme colonne de AB est

p
> AviBi A A Ay
k=1

B,
Ag1 Agp---Ay)

i
. . x| . |=AxC;(B).
p . . Lo Bp.j
An,kBk,j An,l An,2 . An,p
=1

k

— Proposition 3 | Propriétés de la multiplication

Soient n, q, p, r trois entiers non nuls et (A,A") € M, , (K)?, (B,B') e M, , (K)?,
CeM,,(K)etAelK. Alors:
® [Linéarité agauche] (A+AA')xB=AxB+AA’'xB,
® [Linéarité a droite] A x(B+AB')=AxB+AAxB'.
® [Associativité] A x (BC) = (AB)C.
® [Neutre] Sin = p, c'est-a-dire si A est une matrice carrée, alors :
I, xA=AxI, =A.

Exemple 16 Constatons la derniéere propriété déja sur un exemple.
ab
Notons A = (c d) €M, , (K). Alors:

® Al =

4

Preuve
® Ona: A+A'eM, ,(K)etBeM,,(K)donc (A+AA") xB e M, ,(K). On a aussi
AeMm, ,(K),BeM, ,(R)doncAxBeMN, , (R), de-méme pour A’ xB. Les deux matrices

ont donc méme format. Soit maintenant (7,j) € [1, n] x [1, g]. Alors :

p
((A+AA) xB); ;= ) (A+AA); By
k=1

p
=Y (A + A7) By,

kol

p
kZI (Ai,kBk,j + M},kBk,j]

p
=) A; B+ A > A},kBk,j
k=1 k=1

= (AB);; +A(A'B); .
® Identique a la précédente.
® Découle de I'associativité du produit de réels.
® Montrons par exemple que I,, x A = A, 'autre se prouvant de la méme maniere. On a déja
I,xAeM, ,(K)etAeM, ,(K), les deux matrices ont donc bien le méme format.

4

linéarité de la somme
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Les propriétés précédentes sont donc analogues a celles déja rencontrées sur les
nombres réelles dans le Chapitre (ALG) 2, avec une exception trés importante : la
non-commutativité du produit matriciel.

TRANSPOSITION MATRICIELLE. Lopération de transposition est une opération
qui réalise une « symétrie d’axe i = j» dans les coefficients de la matrice, c’est-a-dire
un échange entre les lignes et les colonnes.

4 5 6/

. - 123
Exemple 177 Transposer la matrice suivante selon ce principe: A = ( )

Ou se retrouve le coefficient A, , apreés transposition?

R4

Voyons a présent une définition plus formelle.

— Définition 13 | Transposée
SoitA = (A;;) € M, , (K) une matrice.
® On appelle transposée de A la matrice de M, , (KK), notée AT, telle que pour
toutie 1, p]ettoutje[l, n]:
A;I:] = Aj,i'
® Autrement dit, le coefficient (i,j) € [1, p] x [1, n] de la matrice AT est le co-
efficient (j, i) de A.

En particulier, le nombre de lignes de AT est le nombre de colonnes de A, et le
nombre de colonnes de AT estle nombre de lignes de A.

Attention
Parfois certains livres ou sujets de concours notent la transposée a gauche, c’est-
a-dire TA, mais cette notation a tendance a disparaitre au profit de la notation
anglo-saxonne de ce cours (et du programme).

-2
Exemple18 Ona: (2391) = ( 0

=W
~—
—_—
—
N—
-
Il
~
—
—
~—

— Proposition 4 | Propriétés de la transposition
® [Linéarité] SoientA,BeM, ,(K), et A, pelkK. Alors:

(M +puB)" =AAT +uBT.

® [Involutivité] SoitA e, ,(K).Alors: (AT)" =A.

® [Transposée d’'un produit] SoientA € M, , (K),B €M, ,(K), alors:
(AxB)T =BTAT.

Attention A la formule d’un produit

o

La transposition échange I'ordre d'un produit.

Preuve
® Comme AA +pB e M, , (K), alors (AA + uB)" € M, » (K). De-méme AT € M, . (K) et
BT eM, , (K)doncAA" +uBT e M, , (K).

4

® CommeAeM,,(K), A" €M, ,(K), donc(AT)" eM, , (K).

® CommeABe M, ,(K), (AxB)" € M, , (K), dautre part AT e M, , (K), BT e M, , (K),
B'ATeM, , (K).

7
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X1
Exemple 19 (Produits XX' et X'X) SoitX = : [ €M, (K)avecn =1 et
xn
x; € K pour tout i € [1, n]. Quel est le format de X' X? de XX' 2 Exprimer le
coefficient général de chacune des matrices.

R4

A O
Exemple 20 (ProduitX'.M.X) On considére D = ( (; A ) avec Ay, A, € R. Cal-
2
culer X" DX.

4

Aa
On considere T = ( (; A ) avec A;, A,, o € R. Calculer X" TX.
2
7

m Et en Python?

Un TP sera consacré aux manipulations de matrices en Python, et aux principales
fonctions existantes. Un outil est dédié pour cela : le module numpy, qui crée notam-
ment des objets appelés tableaux numpy et qui permettent de traiter toute sorte de
calculs matriciels. Nous faisons une synthése des résultats qui seront vus plus tard.

>_® (Quelques manipulations matricielles en Python)
>>> import numpy as np

>>>

>>> # Création

>>> A = np.array([[1,2,3], [4,5,6]1])

>>> A
array([[1, 2, 31,
(4, 5, 611)
>>> B = np.array([[2,3,4], [5,6,71])
>>> B
array([[2, 3, 41,
[5, 6, 711)

>>> type(A)
<class 'numpy.ndarray'>
>>> A.dtype # type des éléments contenus dans A
dtype('int64")
>>> A[1][2]
np.int64(6)
>>> A[1l, 2] # autre notation
np.int64(6)
>>> n, p = A.shape # ou np.shape(A) : format de A
>>> A[:, 2] # slicing
array([3, 61)
>> C = A + B # somme
>>> C
array([[ 3, 5, 71,
[ 9, 11, 1311)
>>> np.transpose(C) # Transposition
array([[ 3, 91,
[ 5, 117,
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[ 7, 1311)
>>> A @ np.transpose(B) #Produit Ou encore np.dot(A, |
— np.transpose(B))
array([[20, 38],
[47, 9211)
>>> #Matrices usuelles :
>>> np.zeros((1l, 4))
array([[0., 0., 0., 0.11])
>>> np.ones( (2, 1)) #Attention :
— ces deux fonctions
array([[1.],
[1.11)
>>> np.eye(3, 3)
array([[1., 0., 0.],
[0., 1., 0.1,
[0., 0., 1.11)
>>> #Mais cela fonctionne aussi :
>>> np.eye(3)

des tuples sont requis pour |\

array([[1., 0., 0.1,
[0., 1., 0.1,
(0., 0., 1.11)

COMMENT CREER UNE MATRICE SOUS nhumpy ?
deux étapes.

1. Oninitialise un tableau généralement de zéros (a 'aide de np. zeros) qui ale bon

format.
2. On compleéte les coefficients voulus, généralement a l'aide d’'une boucle for.

Voyons un exemple.

Exemple 21 Soit 7 € N* et A = (a;;)1<;,j<n € M, (R) la matrice définie par :
V(i,j)e{L,..n}? a;=(i+j)
Alors la fonction suivante code la matrice A.
def creer matrice(n):
A = np.zeros((n, n))
for i in range(n):
for j in range(n):
Ali, j1 = ((i+1)+(j+1))**2
return A

On proceéde généralement en

>>> creer _matrice(4)
array([[ 4., 9., 16., 25.1,
[ 9., 16., 25., 36.1,
[16., 25., 36., 49.]1,
[25., 36., 49., 64.1]1)
Ou bien:
def creer matrice(n):
A = np.zeros((n, n))
for i in range(1l, n+l):
for j in range(1l, n+l):
A[i-1, j-1] = (i+j)**2
return A

o Attention

I convient de faire tres attention au décalage entre les indices mathématiques
(i+1, j+licicari, j partentde 0),etinformatiques(i, j).

n MATRICES CARREES

Dans cette section, nous discutons de résultats trés spécifiques aux matrices carrées.
Elles seront donc le plus souvent de format n x n avec n = 1.

m Matrices remarquables

— Définition 14 | Matrice diagonale, triangulaire
Soit A = (A;j)1<i<n € M, , (K). Alors:
1

<sjsn
® on appelle coefficients diagonaux de la matrice A les coefficients de la forme
A; ;1 <i<n,cesont ceux sur la diagonale de A (colorés en bleu infra) :
AqJ <A12"'A1m
A= A2,1 A2,2' : 'A2,n
An,l An,2 T An,n
® On dit que A est une matrice diagonale de ,, ,, (K) si:
v(i,j)e [1,n]?, i#j= A;=0.
Autrement dit, si tous les coefficients de A sont nuls sauf peut-étre ceux de la
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diagonale, A est donc de la forme :

A, 0......0
0 Agy o
P
0.....0. 0 Ay,

® On dit que A est une matrice triangulaire supérieure (resp. inférieure) de
M, (K) si:
v(i,j)e [1,n]? i>j
Autrement dit, si tous les coefficients de A situés en-dessous (resp. au-dessus)
de la diagonale sont nuls, A est donc de la forme :

(resp.i<j) = A;;=0.

Alyl Alyz ... -Al'n Alyl 0: ... 0
0 - ; SR
0. 0 A, Amp e A

Elle est dite strictement triangulaire supérieure (resp. strictement triangulaire
inférieure) si elle est triangulaire supérieure (resp. inférieure) a coefficients
diagonaux nuls.

férieures) est une matrice triangulaire supérieure (resp. inférieure).
® La transposée d'une matrice triangulaire supérieure (resp. inférieure) est une
matrice triangulaire inférieure (resp. supérieure).

— Définition 15 | Matrice symétrique/antisymétrique
Soit A = (A; j)1<i<n € M, , (K). On dit que :

1sjsn
® Aest symétriquesiA’ = A, C’est-a-dire si:
o . 2
V(i,j)e[1,n]* A;;=A;;
® A est antisymétrique siA” = —A, c’est-a-dire si:

(analogie : notion de fonction paire)

Remarque 7 (Négations) Soit A = (A;;)i<i<n € M, , (K). On peut écrire les
1sjsn

proposition logiques suivantes a I'aide de quantificateurs.
® «An'est pas triangulaire supérieure »,

4

® «A n'est pas diagonale ».

Notation

SiA estdiagonale de coefficients diagonaux a,, ..., a,, € K, on note généralement
A =Diag(a,,...,a,).

Proposition 5 | Stabilité
® Le produit et la somme de deux matrices diagonales est une matrice diago-

nale.
® Le produit et la somme de deux matrices triangulaires supérieures (resp. in-

v(i,j)e[l, n]]z, Ajj=-Aj; (analogie : notion de fonction impaire)
5 2 3 0 -2 -3
Exemple22 A=|2 -3 0]estsymétrique,B=|2 0 1 |estantisymétrique.
3 05 3-10

Remarque 8 Les coefficients diagonaux d’'une matrice antisymétrique sont nuls.

En effet, soit A = (A;j)1<i<n € M, ,, (K) une matrice antisymétrique. Soit i €
1<j<n ’

[1, n]?, alors par définition :
Ajj=—-A;; = 2A;;=0=A;;=0.

Exemple 23 Parmi les matrices suivantes, préciser leur nature diagonale, trian-
gulaire, symétrique etc.: 1,,],,.

4
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Exemple 24 SoitM € 901, , (K). Montrer que S = MM est symétrique.

m Puissances & Nilpotence

— Définition 16 | Puissance p-iéme
Soit A € M, ,, (K) avec n = 1 et k = 0. On définit par récurrence la matrice AP
pour tout p € N comme étant :

A°=1,, VpeN, APTI=AxAP=APxA.
De maniere plus explicite, il s’agit d'un produit de p matrices, toutes égales a A :

Ap =Ax---xA.
p-fois

Le calcul des puissances itérées d'une matrice est généralement difficile, nous ver-
rons dans cette section quelques techniques pour y parvenir.

Définition 17 | Matrice nilpotente
SoitA eI, , (K). Alors:

® A estdite nilpotente s’il existe p e Ntel que A” =0,, ,,.
® Dans ce cas, |'indice de nilpotence est le plus petit exposant k vérifiant AF =

0,0-

Exemple 25 Les matrices 0,,,, et I,, sont-elles nilpotentes? Si oui, de quelle

ordre?

P4

Exemple 26
012
® MontrerqueA =|0 0 3| estnilpotente. (Unematrice triangulaire supérieure avec
000
des zéros sur la diagonale est le cas typique de matrice nilpotente)
¢
P

1 1
® Montrer que B = (_ 1 - 1) est nilpotente. (Il existe donc des matrices nilpotentes qui

ne sont pas strictement triangulaires supérieures)

4

Lintérét d'une matrice nilpotente est qu’il est facile de calculer ses puissances car
elles s’Tannulent toutes a partir d'un certain rang.

Exemple 27 Conjecturer une formule pour les puissances de I,,],, puis I,,,],,.

4

Démontrer cette conjecture par récurrence sur 'indice de puissance.
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o

Proposition 6 | Propriétés de la puissance
SoitA €M, , (K)et(p,q) eN?, ona:

AP x A9 :Apﬂi, (Ap)q = AP9,

Attention

En revanche, en regle générale (AB)” # APBP, sauf si les matrices A et B com-
mutent.

De maniére générale, pour les matrices diagonales nous avons le résultat suivant.

— Proposition 7 | Puissances d’'une matrice diagonale
Soit D € M, ,, (K) une matrice diagonale de coefficients diagonaux A, ...

K, c'est-a-dire :

WA, €

Ay 0.....0
D = Diag(A;,...,A,) = 0)\20 )
0.....0 A,
alors pour tout k € N :

AY 0.....0

k- .

D¥ = Diag(AF, ... AK) = (:)-..)\2. "o
0..... 0 Ak

Cette proposition parait anecdotique, et pourtant elle servira tres régulierement en
2eéme année.

Preuve  (Point clef — Récurrence sur k)

Faisons par exemple la preuve dans le cas n = 2.
4

2

Théoréme 1| Binéme de NEWTON pour les matrices
Soit A,B € M,, , (K)* deux matrices carrées qui commutent, c’'est-a-dire telles

que: AB=BA.Alors:
p
VpeN, (A+ByP =Y Plakpr-k,
k=o\k
Attention

o

Lhypothése de commutativité est cruciale. En effet, (A+B)? = A>+AB+BA+B?
A? + 2AB + B?, sauf si A, Bcommutent.

Pour des réels ou complexes la formule du binome ne faisait pas
apparaitre une telle hypothese, tout simplement car deux réels ou deux
complexes commutent toujours!

Note

La preuve est strictement la méme que pour les réelles et complexes.

Preuve  (Point clef— Récurrence surp)
Montrons par récurrence que :

(A+B) = i (Z)A"B”k.

k=0

VpeN,

0 (0 0
Initialisation. Ona(A+B)’=1let ) (k)AkBO_k = (O)AOB0 =1.
k=0
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k, si p = k,, soit par convention sur les sommes dans le cas p < k.

n
Hérédité. Soit n € N, on suppose que (A +B)" = . L . . .
PP d ( ) Z ( ® On peut tOll]OLII‘S écrire une matrice B sous la forme suivante :

n P
(A+B)"' = (A+B) )" (Z)A"B”" B” =(B-1,+1,)” =Y [?|(B-1,)*
k=0 > linéarité de la somme k=o\k
*(n " (n
— Z( )Ak+1Bn—k+ Z( )BAan—k p p e .
ik i=o\k >A,B commutent =(B+I,-1,) = kX:O 2 (-DPF(B+1,)".
" (n " (n =
— Ak+an—k+ ( )Aan+1—k
£l £
n+l1 n i=k+1
_ ( n )AiBn—i+1 + Y ”)Aan+1—k 112 L p2p
m\i-1 i=o\k Exemple 28 SoitA = |0 1 0| € M;;(R). Montrer que A? =10 1 0
_ [ anrigo, 5o 7 | aign-int L 3 [P akpaeiok [P jopn+i-o 001 00 1
g SR b R outper
n ¢
— A+ n P\ A kpnrtl—k | pn+l P
+,§1((k—1)+(k A*B +B >
formule de PascAL
i 1
_An+l + n+ Aan+1—k +Bn+1
(i
i +1
— Aan+1—k
k—o( k )
D’ot1 le résultat par principe de récurrence.
La plupart du temps, les matrices A, B précédentes ne seront pas données explicite-
ment. Un premier enjeu sera donc de pouvoir décomposer une matrice donnée en
une somme A + B avec A, B qui commutent. Le plus souvent, afin de simplifier les
calculs, nous essaierons de choisir B nilpotente.
Méthode (ALG) 71 (Bindme et calculs des puissances)
® Sion arrive a écrire une matrice comme somme d’'une matrice D diagonale
et d’'une matrice nilpotente N (c’est-a-dire telle que N*° = 0 pour un certain
ko, € N), qui commutent, on utilise la formule du binéme matricielle :
p p ab 0
(D+N)P =} (k)D”'ka. Exemple29 SoitA=|0 a b|eM;;(R).Calculer AP pour tout p € N.
k=0
00 a
Supposons que N est nilpotente d’ordre kg, alors: N¥ = 0,,,désquek = k. ’
Etona: ?
> (P
(D+N)P =Y |/ |DP*NF
i=o\k
ko—1 p
-y (p)DP—ka + Y (p)DP—ka.
k=0 \k k=ko \ K
=0
La seconde somme est toujours nulle : soit parce que N est nilpotente d’ordre

pour
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Exemple 30 SoitA =

€ M, , (R). Calculer A” pour tout p € N.

CALCUL DES PUISSANCES A L'AIDE D'UN POLYNOME ANNULATEUR. Lors-
gu’'une matrice satisfait une relation polynéme, on peut s’en servir pour calculer ses
puissances. Voyons cela au travers d'un exemple. (la méthode sera toujours détaillée par
des questions intermédiaires)

) 0 1
Exemple 31 SoitA = ( )

-2 3
1. Vérifier que A? = 3A —21,.
7

2. Montrer qu’il existe deux suites (u,,) et (v,) telles que
VneN, A"=u,A+v,l,.

Initialisation.

4

Hérédite.

3. Endéduire A” pour tout n € N, en montrant que (u,,) satisfait une récurrence

linéaire d’ordre 2.

4
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m Inversion

On avu que lamultiplication matricielle nous réserve certaines surprises, en particu-
lier la simplification est impossible de maniere systématique. Mais qu'entendait-on
par simplification?

Remarque 9 (Position du probléme) On souhaite définir une nouvelle notion
permettant de simplifier par une matrice dans une égalité, c’est-a-dire :
AxB=AxC = B=C.
® Regardons le cas de réels. Soient (b, ¢) € (R)? et a € R* (non nul). Supposons
que:
ab=ac, etonsouhaiteprouverqueb =c.

P Atk -1_1.
Comme a # 0, on peut multiplier de chaque coté para™ = _:

ab=ac = (a'a)b=(a"'a)c = b=c.
® Pour des matrices, on ne dispose par encore de matrice «A™! ». Pour la définir,
deux idées possibles. Soit A € M1, , (K).
Poser A™! = (AL)
il
1<i,jsn

tous non nuls. Seulement on voit assez vite avec cette définition que A~ x
1

, 12 I
A #1,.Par exemple, siA = 34 etB=|, 7| alorsAB#I,.

o [Mauvaise idée] lorsque les coefficients sont

3 1
o [Bonneidée] Une propriété que vérifie a~' dans R, et parfaitement pro-
longeable aux matrices, est :
ala=aal=1.

On arrive alors directement a la notion de matrice inverse.

2.31 Geéneralites

Définition/Proposition 1| Matrice inversible & Groupe linéaire
® Une matrice A € M, , (K) est dite inversible s'il existe une matrice

M, ,(K)telleque: AxB=BxA=I,.
® Dans ce cas, B est aussi inversible, elle est unique, on I'appelle la matrice in-
versedeA, etonlanote B=A"".

Notation

On note GL,(K) 'ensemble des matrices inversibles, appelé groupe linéaire de
My, (K).

On pourrait éventuellement considérer des matrices rectangulaires dans la défini-
tion précédente mais nous aurons tres vite plus tard dans 'année des arguments
pour prouver qu’il n’existe que des matrices carrées inversibles. (Un argument pourrait
étre donné des maintenant si nous avions la trace d’'une matrice au programme.)

Preuve (Unicité de l'inverse) 1l nous faut prouver l'unicité de B : soient donc B,B’ deux
inverses de A. Alors : B=BI,, =B(AB') = (BA)B'=1,B'=B'.

Puisque I'on multiplie tant6t a droite et tantot a gauche, la notion d’'inverse n'est va-
lable que pour des matrices carrées.

La définition mentionne qu’il faut avoir AB = BA =1,,, en pratique c’est un peu plus
simple

Théoréme 2 | Inverse a droite/gauche
® Soit (A,B) €M, , (K)? alors: AB=1I, < BA=1I,.
® Par conséquent, pour A€ M, , (K):

A estinversible < IBe M, , (K),

— BeM, ,(K),

AB=1,,
BA=1,.

(inverse a droite)

(inverse a gauche)

Nous admettons ce résultat, dont la preuve dépasse trés largement le programme de
BCPST.

Exemple 32 Etudier I'inversibilité de la matrice nulle, de I'identité, puis des ma-
trices homothétiques.

4
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o

2 i 1 —i
Exemple 33 (Inverse donné) Soient C = (—i 1), D= (i 9 ) Alors C est

inversible d’inverse D.

4

) 1 0
Exemple 34 (Inverse non donné) Montrer que les matrices A = ( 0 — 1) etB=

-10
( 0 1) sont inversibles, en utilisant la définition.

R4

Attention Une somme de matrices inversibles n’est pas forcement inversible

Les matrices A et B définies dans I'exemple précédent sont inversibles mais leur
somme ne l'est pas, car égale a la matrice nulle qui n’est pas inversible.

o

— Proposition 8 | Propriétés de I'inversion
® [Inverse d'un produit] Soient A,B € 9, , (K) inversibles, alors A x B est

inversibleet: (AxB)™'=B7'xA"l

® [Inversed’'uninverse] SoitA € 9, , (K)inversible. Alors A~ !estinversible
d’inverse elle-méme: (A™')™' = A.

® [Transposition et inversion commutent] Soit A € 9, , (K) inversible.
Alors AT estinversible aussietlona: (A7) =(A7")".

Attention A la formule d’un produit

Linversion échange 'ordre d’'un produit, comme pour la transposition.

Preuve  (Point clef— Vérifier la définition d’'une matrice inverse)

[ I 4

Revenons a présent a la motivation initiale : celle de pouvoir simplifier des matrices
dans des égalités.

Proposition 9 | Simplification par une matrice inversible
Soit A € M, , (K) une matrice inversible. Alors :

® VB,CeM,,(K), AB=AC = B=C.
® vXeM,,(K), AX=0,, = X=0,,.

Attention a ne pas oublier d’analyser l'inversibilité. Nous avons déja vu des contre-
exemples dans le cas contraire.
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Preuve
°

| Exemple 35 Soit A € 9, , (K) une matrice nilpotente. Peut-elle étre inver-

sible?

4

INVERSIBILITE DE MATRICES REMARQUABLES. Les inversibilités mentionnées
ci-apres pourront étre utilisées sans justification supplémentaire. Nous admettons

pour le moment celle concernant les matrices triangulaires.

— Proposition 10 | Inversibilité de matrices diagonales & triangulaires
Soit (A,...,A,) e K".
® [Cas diagonal] Soit M = Diag(A,,...,A,,). Alors:
M estinversible < Vie[l, n], A;#0.
Dans ce cas, nous avons :

M~! = Diag| -, ..., -
= Diag Rk
Ay kK Ay 0.....0
0 A, . * Ay el
® [Cas triangulaire] SoitM = 2* ou 20 .Alors:
0....70 A ok A

M estinversible < Vie[1, n], A;#0.

En revanche, dans le cas triangulaire, il n'y a pas d’expression simple de I'inverse.

Preuve  Faisons pour simplifier la preuve dans le cas n = 2. Elle est identique dans le cas
général.

* (=]
#

® Admis provisoirement. On peut déduire le résultat pour les triangulaires inférieures a
l'aide des supérieures en transposant.

2.3.2 Premieres techniques de calcul On présente des techniques de cal-
cul tres proches de la définition dans cette section. La méthode principale, dite
d’« échelonnement », sera vue dans le 22.

AVEC LA DEFINITION. Cette technique a été employée dans I'Exemple 34. On
cherche I'inverse sous la forme B = (B; ;)1<i<n, €t on injecte ces inconnues dans le

1sjsn

probleme AB = BA = I,,. En revanche, cette méthode est vite compliquée a mettre
en oeuvre deés que les matrices sont de taille au moins 3 x 3.

CALCUL D'UN INVERSE A L'AIDE D'UN POLYNOME ANNULATEUR. Cette
méthode est basée sur l'existence d'une relation polynomiale en la matrice.
Découvrons-la au travers d'un exemple.

2 21
Exemple36 SoitM=| 2 -3 2].
-1 2 0

® Lamatrice M vérifie la relation M? + 2M — 31, = 0.
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® On déduit alors que M est inversible et on peut calculer son inverse.

4 =21
3 33
Indication : On montrera queM_1 = % _71 %
-1 2 2
3 3 3
4

o Attention Factorisation matricielle
Attention a la factorisation par une matrice A € M, , (K) :
® parexemple A +A*+A=A(A*+A+[) 4,
® etnonA (A2 +A+H) @ qui n'a pas de sens. (on ne peut ajouter un réel & une ma-
trice!)

De maniére générale, formalisons cela dans une méthode.

Méthode (ALG)7.2  (Inverse matriciel a l'aide d’'un polynéme annula-
teur) Supposons qu'il existe a,, o, €K, et soit A € M, , () une matrice
carrée vérifiant :

apl, + aA+...+a,A? =0,. (%)
Onditque P:x — ay+a,x + ... + a,x? est un polynéme annulateur de A.
® Sia,=0: alors on montre par I'absurde que A n’est pas inversible.

® Sia, + 0: alors on montre que A est inversible. En effet, (%) est équivalente
aaqA+...+a,AP = —qyl,, puis étant donné que a, est non nul :

a a
A(——lln +..——2AP =1 .
Qo Qo

Lamatrice A est alors inversible (on amontré l'existence d'un inverse a droite)
dinverse —Z +...— AP~
aln ¥ .

0 Attention

Il est fondamental que a,, c’est-a-dire le coefficient devant 'identité, soit non
nul.

Exemple 37

® Une matrice nilpotente vérifie une relation du type AP = 0 avec p un entier,
elle n'est pas inversible (nous 'avion déja prouvé). On le retrouve avec la mé-
thode précédente puisque le coefficient devant 'identité est nul.

® Montrer que siA? —A =0 et A # 1, alors A n'est pas inversible.

4

® Montrer que J, n'est pas inversible.

CAS PARTICULIER DE LA DIMENSION DEUX. Passons a présent aux petites ma-
trices de tailles 2 x 2.

Définition 18 | Déterminant d’une matrice 2 x 2

b
Soit A = (? d) € M, , (K). On appelle déterminant de A, noté detA, la quantité

detA=ad- bc.
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Définition/Proposition 2 | Inversibilité d'une matrice 2 x 2 & Déterminan
a b
® SoitA = (c d) €M, , (K). Alors: A estinversible <= det(A) # 0.
1 d -b
~det(A)|-¢c a

® Encas d’inversibilité, ona: A~!

d

AB= a b d -b\ [ad-bc 0
“le da/*|-c a]~ 0 ad-bc

b -b
Preuve SoitA = (a ) etB= ( ) Calculons AB.
c d a

) =det(A) x L.

® Supposons det(A) # 0, alors A x [m

C(d -b
det(A) | —¢ al

® Supposons que det(A) = 0. Si A était inversible, alors AB = 0, , entrainerait A"'AB = 0, ,,
c’est-a-dire B = 0, , ce qui est clairement absurde. Ainsi A nest pas inversible.
On déduit donc le résultat.

B] =1,. La matrice A est donc inversible et A™! =

Exemple 38 Retrouver l'inversibilité des matrices de I'Exemple 34 a I'aide du
déterminant, en précisant I'inverse.

4

Exemple 39 Soit A = ) et A € K. Quand est-ce que la matrice A — Al, est

12
03

inversible?

R4

Exemple 40  Soit A € 90,, (K) une matrice inversible. Exprimer det(A™') en

fonction de detA.

7

m Matrices semblables

Définition 19 | Matrices semblables
® SoientA et B deux matrices de 91, ,, (K). Alors A et B sont dites semblables s'il

existe une matrice inversible P € GL,,(K) telle que: A = PBP™..
® SiK = C, deux matrices sont dites semblables sur R s’il existe une matrice in-
versible P € G, (R) telle que A = PBP™.

Notation
On notera A ~ B lorsque deux matrices sont semblables.

Proposition 11| Puissances et matrices semblables [H.P]
Soient A et Bdeux matrices semblables de 9, ,, (IK), c’est-a-dire telles qu'il existe

une matrice inversible P€ M, , (K), A =PBP™'. Alors:
VneN, A"=(PBP!)"=PB"P .

Ce résultat est indiqué comme [H.P| (vous ne pouvez pas 'utiliser tel quel), mais est
extrémement classique, il est donc important d’en connaitre la preuve. L'idée intui-
tive est la suivante : il y a une simplification terme par terme.

(PBP~!)" = (PBP) x (PBP™) x -+ x (PBP!) = PB"P~.

Preuve  (Point clef — Récurrence sur n)

4
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Nous verrons dans de futurs chapitres une interprétation de la relation de similitude
entre deux matrices. Nous nous intéressons seulement ici a une application calcu-
latoire.

— Définition 20 | Diagonalisable, Trigonalisable
SoitA € M, ,, (K).
® Lamatrice A est dite diagonalisable si elle est semblable a une matrice diago-
nale, c'est-a-dire s’il existe D € 9, , (K) diagonale, et P € M, , (K) inversible
desorteque: A =PDP™!. De maniére équivalente :

A est diagonalisable < 3P € GL,,(K), P~'AP est diagonale.

Diagonaliser A c’est trouver un choix de D, P qui convient.

® Une matrice A € M, ,, (K) est dite trigonalisable si elle est semblable a une
matrice triangulaire supérieure, c'est-a-dire s'il existe T € 9, ,, (K) triangu-
laire supérieure, et P € 9, , (K) inversible de sorte que : A = PTP™'. De
maniere équivalente :

A est trigonalisable < 3P € GL,(K), P 'AP est triangulaire.

Trigonaliser A c’est trouver un choix de T, P qui convient.

En premiére année, les matrices P et D seront toujours données, en seconde année
vous aurez des méthodes pour savoir si une matrice est diagonalisable ou pas, et le
cas échéant déterminer D, P. La trigonalisation ne sera quant a elle pas étudiée en
BCPST de maniere générale.

Exemple 41
1. Déterminer les matrices semblables a I'identité.

R4

2. Justifier que la matrice nulle est diagonalisable, la matrice identité ainsi que

toute matrice diagonale.

4

A quoi peut bien servir de diagonaliser une matrice? Une application importante
est la possibilité de pouvoir calculer les puissances facilement (cette application en
induit beaucoup d’autres, notamment en analyse sur les suites, mais nous le verrons
plus tard).

Méthode (ALG) 7.3 (Comment trouver les puissances d'une matrice diagona-

lisable 2)

1. Diagonaliser la matrice A : vérifier la relation A = PDP~! avec D diagonale et
P inversible. En premiere année les matrices D, P seront toujours données.

2. Calculer D" pour tout n € N.

3. A" =PD"P!, quel'on montre généralement par récurrence, on en déduit A",

Appliquons cette démarche sur un exemple.

. 11 11
Exemple 42 ConsidéronsJ, = 11 etP= 1 1)

1. Vérifier que P est inversible et calculer P,

7

2. Montrer que J, est diagonalisable.

3. Prouver par récurrence que pour toutn €N, J7 =PD"P.



BCPST1 (€9 2025-2026

23

W/ Lycée Michel MONTAIGNE — Bordeaux

4, En déduire J; pour tout n € N. Constater que 'on retrouve bien I'expression

établie dans un précédent exemple.

R4

5 12 1
Exemple 43 ConsidéronsA=|-1 7 2 etP:( 1
1 16 -1
Lo 3
1. Vérifier que P est inversible et que P~ = % _71 0
014
7

2. Montrer que A est diagonalisable.

3. Onapourtout n € N,A” = PD"P~! : méme preuve que précédemment.
4. En déduire que :
22”—1 + 211—13” 23}’!—1 _ 211—137! _2211—1 + 23}1—1
Vn € N, An - 22”—1 _ 271—13” 23”—1 + 2}’1—13” _22)1—1 + 2311—1 X
_22}1—1 + 2”—13}1 23”—1 _ 211—13” 22}1—1 + 2311—1

TRAITEMENT MATRICIEL D’'UNE RECURRENCE LINEAIRE SUR UN EXEMPLE. 11
est possible de reformuler une récurrence linéaire d'ordre deux ou plus a l'aide de
matrices, mais pour simplifier nous ferons la présentation uniquement pour I'ordre
deux.

Exemple 44 (Traitement matriciel d’une suite récurrentelinéaire) On consi-
dére la suite définie par u, =0, u; =1, et :

1
V}’ZEN, un+2:—£un+§un+1.

Cette derniere égalité est équivalente a la suivante :

Ups1) _ Upi1 _ 0 1 Uy
- 1 3 - 1 3 .
Upio — Uy + SUp+1 =3 3\ Un+1

VnenN,
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Ainsi, en définissant

0 1
Xn=( tn ), A=( 1 3),
Upi —3 3

nous obtenons la récurrence vectorielle ci-apres :
Uy 0
VneN, X, =AX,, Xy= =11
Uy
Trouver u,, en fonction de n € Nrevient donc a trouver X,, en fonction de n, puis
aregarder la premiére coordonnée de X,,.
® (W) On déduit alors par récurrence que: VneN, X, =A"X,.

Initialisation.

R4

Herédite.

® On calcule ensuite A" en diagonalisant la matrice A. On montrera que A =
1 2
2 /5 10
PDP™! avecP = (f ‘f) etD = (0 l)-
vz 5 2

4

® On peut ensuite conclure.

On peut garder en téte de cet exemple :

Récurrence linéaire d’ordre 2
dans R

Récurrence géométrique (d’ordre
1) dans 91, ; (R)



BCPST1 (€9 2025-2026

25

/M/ Lycée Michel MONTAIGNE — Bordeaux

Remarque 10

® Les calculs précédents s'étendent naturellement aux récurrences d’ordre su-
périeur, le vecteur colonne X,, aura simplement une dimension plus grande
que 2.

® Defagon générale, si (u,,) est une suite récurrente linéaire d’'ordre p € N, alors
le vecteur X,, introduit aura un format p x 1.

FICHE METHODES

Les méthodes du cours sont toutes reprises dans cette section, elles sont parfois com-
plétées par un nouvel exemple.

(Bindme et calculs des puissances)
® Sion arrive a écrire une matrice comme somme d’'une matrice D diagonale
et d'une matrice nilpotente N (c'est-a-dire telle que N0 = 0 pour un certain
ko, € N), qui commutent, on utilise la formule du binéme matricielle :

(D+N)YP = 3 (p)Dp‘ka.
k=0 k

Supposons que N est nilpotente d’ordre kg, alors: N* = 0,,,deésquek = k.
Etona:
= (P
(D+N)? =) [ |DPFNF
i=o\k

ot (p 2 (p
=) (k)DP—ka+ Y (k)DP‘ka.
0

k=0 k=k

=0
La seconde somme est toujours nulle : soit parce que N est nilpotente d’ordre
k, si p = k,, soit par convention sur les sommes dans le cas p < k.
® On peut toujours écrire une matrice B sous la forme suivante :

BY = (B—1,+1,) = f(p)(B—I )k
- n n - k n

k=0

=(B+1,-1,)" = f (’;)(—1)""‘ (B+1,)*.
k=0
(Inverse matriciel a l'aide d'un polynéme annula-
teur) Supposons qu'il existe a,, o a, €K, et soit A € M, , (K) une matrice
carrée vérifiant :
apl, + aA+...+a,AP =0,. (%)
OnditqueP: x — ay+ a,x + ... + a,x” est un polynome annulateur de A.
® Sia, =0: alors on montre par 'absurde que A n’est pas inversible.
® Siaq, + 0: alors on montre que A est inversible. En effet, (x) est équivalente
aaA+...+a,AP = —qyl,, puis étant donné que a, est non nul :

a a
Al-21,+... - 2Ar =1,
ay ay
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Lamatrice A est alors inversible (on a montré l'existence d'un inverse a droite)
dinverse —Z +...— AP~
alnt oo .

Méthode (ALG) 7.3 (Comment trouver les puissances d’'une matrice diagona-

lisable 2)

1. Diagonaliser la matrice A : vérifier la relation A = PDP~! avec D diagonale et
P inversible. En premiere année les matrices D, P seront toujours données.

2. Calculer D” pour tout n € N.

3. A" =PD"P!, quel'on montre généralement par récurrence, on en déduit A",

QUESTIONS DE COURS POSEES AU CONCOURS AGRO—VETO

Question

Inversibilité d’'une matrice
carrée 2 x 2

Réponse

d
seulement si, detM = ad — bc # 0

a b . . .
M= c est inversible si, et

Commentaire

Connaitre aussi la
définition : il existe
N de méme format
queM telle que
MN=NM=1,

Définition d’'une matrice
carrée inversible

1l existe N de méme format que M
telleque MN=NM =1,

Ne pas oublier les
deux égalités,
méme si
théoriquement on
peut se passer de
l'une dentre elles
(voir une
remarque du
cours)

Matrices semblables :
définition

A, B sont deux matrices semblables
s’il existe P inversible telle que
A =PBP!
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n EXERCICES

La liste ci-dessous représente les éléments a maitriser absolument. Pour les travailler,
il sagit de refaire les exemples du cours et les exercices associés a chaque item.

Savoir-faire

1. Savoir calculer avec les matrices (sommes, produits, transposés) ................ O
2. Connaitre définition et propriétés des matrices inversibles...................... O
3. Savoir déterminer la puissance 7*™® d’une matrice :
® par récurrence, en conjecturant I'expression générale........................ (I
® parlaformule dubindme de NEWTON ........ ..o, O
® par diagonalisation, lorsque celle-ciestdonnée ............................. O
Signalétique du TD

® Lelogo B désigne les exercices que vous traiterez en devoir 2 la maison. Vous pouvez
m'en rendre un ou plusieurs, au plus tard le lundi qui précede un devoir surveillé
concernant ce chapitre. Ce travail est facultatif mais fortement conseillé.

® Lelogo @ désigne les exercices un peu plus difficiles; a aborder une fois le reste du

TD bien maitrisé.

m Généralités & opérations sur les matrices

Exercice 1|  solution On consideére les matrices suivantes :

2 1 02 1 2 -10 X
A= 0 2 y B:(Z 2 1), C: 0 2 0 ’ X= y Em&l(R)*
-10 -1 0 2 z

Calculer, lorsque cela est possible, A+B, AB, BA, A%, AC,BTAT, CA, C?, (C-2I;),XB
et BTX.

Exercice 2 |  solution Soit n € N* et A = (Aiji<ijen € M, (R). Représenter la
matrice A dans les cas suivants :

1 V(l)])e{lr --n}zr Ai,j:max(irj)’

2. V(i,j)e{l,...n}>, A;;=1si i<j, A;;=0sinon,
3 V(l,])E{l, --n}zr Ai,j:|i_j|r

& V(i,j)e{l,...n}*, A;;=(i-1Dn+j.

On pourra, en cas de besoin, commencer par se placer dans le cas particulier n =2 ou
3 Dans chaque cas,

® >_ écrire une fonction d’en-téte creer matrice(n) qui renvoie un tableau
numpy de format n x n correspondant a la matrice. Les faire afficher pour n = 4.

® Démontrer certaines propriétés sur la matrice A, en travaillant sur le terme géné-
ral.

m Puissances de matrice carrée

Exercice 3|  solution Soient les deux matrices suivantes :
013 213
B=[00 2|, c=|o0 2 2.
000 002

1. Calculer B®. La matrice B est-elle inversible?
2. Calculer les puissances n-iémes de C.

. . 1 -1-1
Exercice 4 | Puissances par récurrence Solution Soit: A= (—1 1 —1).
a, b, b,
1. Soit n € N. Montrer que A" est dela forme: A" = (bn ay by )
b, b, a
2. Déterminer a, et b, en fonction de n € N.

Exercice 5 | Puissances avec bindme solution On consideére :

6 4 0
A=|-4 -2 0|, etonpose: B=A-2I.
0 0 2

Calculer B” et A" pour tout n € N*.

Exercice 6 | Puissances par polynome annulateur Solution
2 =21

Soit: N=|2 -3 2].
-1 2 0

1. Calculer N?. Donner une relation entre N, N et I;. N est-elle inversible? Si oui,
donner son inverse.
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2. Montrer qu’il existe deux suites (u,,) et (v,) telles que
vneN, N'=u,N+y,lL
3. En déduire u, et v, en fonction de n. Puis donner 'expression de N” pour tout
neN.
4. [Application] Soient (x,,),eny (V) nen €t (2,,) ,en trois suites de réels telles que
Xg=)Yo=1letzy,=0etpourtoutn eN,
Xne1 = zxn - zyn +z,
Yna1 = 2xn - Syn + 2Zn
Zn+1 =X, + zyn'
Calculer x,, y, et z,, en fonction de n.

Exercice 7 | Puissances par polynéme annulateur solution Soit:

0 1/a 1/a® 1/a®
2
A=((:’2 2 lé" 11//‘;) avec a € R*.

at a®> a 0

1. Calculer A% et montrer que A® est combinaison linéaire de A et I,.

2. En déduire que A est inversible et calculer A™".

3. Montrer qu'il existe pour tout n € N, a,,, b, vérifiant A" = a,A+ b,1,. Que peut-on
dire de la suite (a,, — b,,) ?

4. Soit ¢, = (—1)"b,, trouver une relation de récurrence entre c,,,, et c,. En déduire
A",

Exercice 8 | Puissances par diagonalisation Solution

1. [Généralités] Soit A une matrice carrée diagonalisable, c’'est-a-dire qu’il existe
P une matrice inversible telle que P"'AP = D ou1 D est diagonale.

11) Exprimer A en fonction de D.

1.2) Soit n € N. Rappeler la formule du cours, établie par récurrence, reliant A"
en fonction de P, P! et D".

1.3) Montrer que A inversible si et seulement si D est inversible et, qu'on a alors:

Al =pPD P!,
2. [Application] SoitM = O ep=(t 7!
. |Application oitM=1{, _,letP={, , |

21) Vérifier que P est inversible et calculer pL.

2.2) Vérifier que M est diagonalisable et calculer la matrice diagonale associée.
2.3) Etudier I'inversibilité de M.

2.4) Calculer M" pour tout 7 € N.

m Inversibilité de matrice carrée

Exercice 9|  soution On consideére les matrices suivantes :
10 01 11
1. Calculer AB et BA. Qu'en déduire?
2. Calculer A% et CB. Les matrices A et B sont-elles inversibles? On n'utilisera pas le

déterminant dans cette question.
3. La matrice C est-elle inversible?

. a b
Exercice 10 |  soltion Soitlamatrice M= (c d)'

1. Montrer que M? = (a + d)M — (ad — bc)l,.
2. En déduire une condition nécessaire et suffisante pour que M soit inversible et
déterminer alors M™!. On posera A = ad — bc.

Exercice 11 | Matrices de rotation solution Soit % 'ensemble des matrices qui
cos® —sin 6)

s’écrivent sous la forme My =| .
sin® cosH

Montrer que le produit de deux éléments de 2 est un élément de %.

Montrer que deux matrices de 2 commutent.

Montrer que I, € Z.

Montrer que tout élément de & est inversible et que son inverse est encore dans
R.

FWNR

Pour toutX € M, ; (R), levecteurMgX correspond a la rotation (a montrer avec un peu
de trigonométrie) du vecteur X dangle . Ceci permet d'interpréter gé¢ométriquement
les résultats précédents.

011
Exercice 12|  solwton Soit: A=|1 0 1].
110

1. Calculer A? et I'écrire en fonction de A et de I,.
2. La matrice A est-elle inversible ? Si oui, calculer son inverse.
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Exercice 13 |  solution Pour chacune des matrices suivantes, étudier si elle est
inversible ou pas et lorsqu’elle est inversible, donner son inverse.

1. M e M, (R) vérifiant: M* —4M? + M - 515 = 0,.
2. A€M, (R)telle que A° — A = 05 et telle que A* # 1.

Exercice 14|  sowtion Soient a, b, ¢, d des réels non tous nuls, et :
g —-d Cb -b
M= g o)
b ¢ d a

1. Calculer le produit matriciel M x M.
2. La matrice M est-elle inversible? Si oui, calculer M.

Exercice 15 | Identité moins nilpotente solution Soit 7€ NetK =RouC.
1. SoitA € M, , (K). Montrer que :
p
VpeN, I,-AP*=(1,-A)x ) AL

k=0

2. SoitN € M, , (K) une matrice nilpotente. Montrer que I,, — N est inversible.
l-a 0 0

3. [Application] Considérons la matrice B = (8 e _Oa) € M, 4 (K). Montrer
00 0 1

que B est inversible et donner son inverse.

Exercice 16 | &  solution SoitA e, (R) telleque: AATA=1I,.

1. Montrer que A™! est symétrique. En déduire que A est aussi symétrique.
2. Supposons qu’il existe P inversible vérifiant PTP = I, et telle que A = PTDP, o1 D
est diagonale a coefficients réels. Montrer que A =1,,.

Exercice 17 | & Application matricielle soltion Soit f application

1 0 x
fx—> —xl—x;.
0 0 1

On rappelle que GL3;(R) désigne I'ensemble des matrices inversibles de format 3 x
3.

1. Lapplication f est-elle injective?
2. Soit (x,y) € R%. Calculer f(x)f(y) et montrer que f(x)f(y) € f(R).
3. En déduire:

1 0 x\"
31) —x 1 —%2 pour tout x € R, et
0 0 1
1 0 x
32) que|-x 1 —2 | est inversible pour tout x € R et donner son inverse. A-
0 0 1

t-on f(R) = Gr4(R)?

Devoir-maison fm

Exercice 18 | Une suite récurrente linéaire d’ordre 3
d’étudier la suite réelle récurrente linéaire d’'ordre 3 (u,,)

Solution. On se propose

20 définie par :

Uy =0, u; =0, u, = 1 et pour tout entier naturel 1, U, 3 = 22U, — 2Up,, + 5 Uy

8 _5 1 un+2
On pose A = i 4 0 O] etpourtoutentier naturel n, X, = | U,41 |.
0 4 0 U,

1. Déterminer X, et X;.

2. 21) Justifier pour tout entier naturel n, 'égalité : X, , = AX,,.
2.2) Endéduire al'aide d'un raisonnement par récurrence que pour tout 7 € N,
X, = A"X,.
3. Soit P, Q et T les matrices suivantes :
114 16 —-16 4 1 200
P=|1 2 4|, Q=|-4 4 O et T==|101 2].
140 —2 3 -1 210 01
31) Calculer le produit PQ.
En déduire que la matrice P est inversible et déterminer sa matrice inverse
Pl
3.2) Calculer le produit PTP™!.
3.3) Montrer alors par récurrence que pour tout entier naturel n, A” = PT"P™!,
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4. Soit D la matrice définie par: D =

41)
4.2)
4.3)
4.4)

4.5)

5. 5.1)

5.2)

200
30 1 0].OnposeN=T-D.
001

Donner la matrice N et calculer N,
Déterminer pour tout entier k = 2, la matrice N¥.

Calculer DN et ND.
2" 0 0
Montrer que pour tout entier naturel n,ona:T" = (3")[ 0 1 2n|.
0 0 1

En déduire pour tout entier naturel 7, I'expression de la matrice A”.
Déduire des questions précédentes I'expression de u,, en fonction de n.

Déterminer la limite de la suite (u,,),,.,-
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SOLUTIONS DES EXERCICES

Solution (exercice1) ¢nonce On obtient :

2 6 3
® A+Bimpossible:AetBpasdeméme ® AB=|4 4 2
taille. 0 -2 -1
-1 4 2. . , .
® BA = 3 gl ® A“ impossible : A n'est pas carrée.
24 0
® AC impossible : A € My, (R), C € e BTAT=[6 4 -2|.
W3(R). 3 2 _1
4 0 4 -4 0
®CA=|0 4 eC*=|0 4 0]
-4 -1 -4 1 4
0 -10
eC-2I;=[{0 0 0|et(C-2I;)®= ®XB impossible : X € My, (R), B €
0330
® B'X impossible : BT € 95, (R), X €
M, (R).
Solution (exercice 2) tnonce
1 2 3 4...n
2 23 4..n 11....1
L oa_|333 4. o a0
Tlea e Tl
: Dor e 0....01
nnnn.n
0 123....... n-1
1 012 n
2 101" n-3
3 210"
3 A= : St ,
L2
1
n-1.......... 21 0

Passons a présent a la création avec Python. L'idée est de : créer un tableau
numpy de zéros de la bonne taille, puis de le compléter a 'aide d’'une boucle
for (consulter le TP d'Informatique associé pour plus de détails). Attention au
décalage d’indice entre I'indicage Mathématique et 'indicage numpy.
def creer matricel(n):

A = np.zeros((n, n))

for i in range(n):

for j in range(n):
Ali, j1 = max(i+l, j+1)
return A

def creer matrice2(n):
A = np.zeros((n, n))
for i in range(n):
for j in range(i, n):
Ali, j]l =1
return A

def creer matrice3(n):
A = np.zeros((n, n))
for i in range(n):
for j in range(n):
Ali, j1 = abs((i+l) - (j+1))
return A

def creer matrice4(n):
A = np.zeros((n, n))
for i in range(n):
for j in range(n):
Ali, j] = (i*n)+(j+1)
return A
>>> creer _matricel(4)
array([[1l., 2., 3., 4.1,
[2., 2., 3., 4.1,
[3., 3., 3., 4.]

’
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(4., 4., 4., 4.
>>> creer _matrice2(4)
array([[1., 1., 1., 1

11)

']I

Solution (exercice 4) enonce
1. Il s’agit la encore de démontrer l'existence de deux suites. Montrons par ré-

(0., 1., 1., 1.7,
[O-r 0-: 1-: 1]1
(6., ., 6., 1.11)

>>> creer matrice3(4)
array([[0., 1., 2., 3.1,

(1., 0., 1., 2.1,
[2-1 1-: 0-; 1]1
[3., 2., 1., 0.11)

>>> creer _matrice4(4)
array([[ 1., 2., 3., 4.1,

[ 5., 6., 7., 8.1,
[ 9., 16., 11., 12.1,
[13., 14., 15., 16.11)

Solution (exercice 3) tnonce

002

1. OnobtientB*=|0 0 0|etB®=0;etainsi: VYn=>3, B"=0;.Lamatrice

000
B est donc nilpotente.
Mais B n'est pas inversible. En effet, supposons par I'absurde que B est
inversible, alors B~ existe donc et on peut multiplier de chaque coté a
gauche de 1'égalité B> = 0, par B™!. On obtient alors en utilisant que
BB™! = I; que : B?> = 04. Absurde car B> # 0,. Contradiction. Donc
|la matrice B n'est pas inversible. |

. Onremarque que : C = 213+ B. Comme la matrice I; commute avec toutes les

matrices carrées de taille 3, ona: Bl; = B =13B et on peut donc appliquer
le binome de NEwTON. Soit 7 € N, on obtient donc

mon " (n

C'=) |, |B@r)"F =Y | [2"*B".
i=o\k i=o\k

On utilise alors le fait que la matrice B est nilpotente et on obtient pour n = 3:

2 (n n(n-1
EDY ( )2"—kBk =2"I, yor iy on2 M Do

i=o\k 2
2" 2"y 27"72p(pn +5)
={l0 2" 2"n
0 0 2n

currence sur n € N la propriété

P(n): «il existe deux nombres réelsa, etb, tels queA” = | b, a, b, |».
Initialisation. pourn=0:
D’un c6té, on a : A° = I;. Les deux nombres a, = 1 et b, = 0 conviennent.
Ainsi, 22(0) est vraie.
Hérédité. soit n € N fixé. On suppose la propriété vraie a 'ordre n, montrons
qu’elle est vraie al'ordre n + 1. Par hypothése de récurrence, on sait donc qu’il
existe a, e Ret b, € R tels que

A" = bn a, bn .
De plus, un calcul donne :
a,—2b, -a, -a,
A" =AxA"=| -a, a,-2b, -a,
-a, -a, a,—2b,

Ainsi, il suffit de poser: a,,,, = a,, —2b, etb,., = —a, et Z(n + 1) est vraie.
Conclusion : il résulte du principe de récurrence l'existence de deux suites
a, b, b,
(a,) pen €6 (D) pen tellesque: A" =| b, a, b, |.Onadeplus:
b, b, a,.
ay=1,b,=0, VneN, a,,, =a,-2b,, b,,,=-a,.

. En utilisant la relation de récurrence des deux suites, on obtient : a,,,, =

a,., +2a, pour tout n € N. C’est une suite récurrente d’'ordre 2, 'équation
caractéristique est: 1% —r—2 =0, le discriminant est A = 9 et les solutions
sont donc: —1 et 2. On obtient ainsi
VneN, a,=aoa(-1)"+p2".
1

On trouve avec les conditions initiales que a = 3 ety = % Ainsi, on obtient :

1 2
VnenN, an=§(—1)"+§2".

Comme: VYneN*b,=-a,_,, onen déduit que ’b,, =1(-1)"- %2”‘ pour

tout n € N*. On vérifie que cette relation est aussi vraie pour n = 0. On obtient
ainsi I'expression des puissances n-iemes de A (a faire).
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Solution (exercice 5) (enonce

4 4 0 1 1 0
® B=|-4 -4 0] =4Cavec C = [-1 -1 0}. On voit apres calculs que
0 0O 0 00

C? = 035 donc que C est nilpotente d’ordre 2, ainsi B> = 16C* = 03 3. Donc :

I sin=0
B"= {B sin=1|

033 sinon.

® Ainsi, commeA = B+2I;, que B et 2I; commutent, on a d’apres la formule du
binéme :

A= (B+2L)" =Y (n)Bk(Zlg)”_k

i=o\k
_ i (n)zn—kBk _ 21: (n]zn—kBk + i (n)zn—kBk
i=o\k k=o\k k=2 \k
_————

=0

=2"B% + n2"°'B

4p2"t 42 4p2n! 0
=[| —4n2"™' 2" —4p2™! 0
0 0 2n

Solution (exercice 6) Enoncé Parla méthode de récurrence et la méthode
ol 'on connait une relation entre les puissances.

-1 4 -2
1. Lecalculdonne:N? =|-4 9 —4].En cherchant (a,b) € R? tel que aN +
2 -4 3

bl, = N?, c’est-a-dire, en calculant aN + bl et en identifiant les coefficients
avec N2, on obtient : [N? = —2N + 31,

Comme on connait une relation entre les puissances de N, on sait tout de
suite si N est inversible ou pas. Ici, ona: N (3 (N +2I3)) = Iy et (3 (N + 2I;) )N =
I5. Ainsi, N est inversible et son inverse est :

) 4 -2 1
N'=-(N+2l;)==| 2 -1 2
3 1.1 2 2

2. C’est la méthode classique pour calculer les puissances n-iemes d’'une ma-
trice.
Montrons par récurrence sur 7 € N la propriété

2(n):3A(u,,v,) € R*tels que N"* = u,,N + v, I;».

Initialisation. pourn =0:
D’'uncoté, ona: N° = I, et de 'autre coté, on a: uyN+y,1,. Il suffit de prendre :
uy,=0ety, =1.
Hérédité. Soit n € Nfixé. On suppose la propriété vraie al’'ordre n, montrons
qu’elle est vraie a 'ordre + 1. Ona: N"*! = N x N”. Par hypothese de récur-
rence, on sait qu'’il existe deux nombres u,, et v, tels que : N" = u,N + v, 5.
On obtient donc :

N"*! = N(u,N + v,13) = u,N*> + v,N.
1 suffit alors d'utiliser : N* = —2N + 31, et on obtient :

N"*! = (-2u,, + v, )N +3u,l;.
En posant u,,,, = —2u, +v, € Ret v,,; = 3u,, € R, on a bien I'existence de
U, ERetdewv,,; eRtelsque:N""'=u, N+uv,,,1,.
Conclusion : il résulte du principe de récurrence l'existence de deux suites
(u,) et (v,) tellesque: VneN, N'"'=u,N+uy,l,.
Cette démonstration par récurrence nous donne aussi la relation de récur-
rence vérifiée par les deux suites. On a en effet

Uuo=0, =1, VrneN: u,,,=-2u,+v,, V., =3u,.

. Différentes méthodes peuvent étre utilisées la. La méthode classique est de

se ramener a une suite récurrente linéaire d'ordre deux pour la suite (u,,). En
effet,ona:

VneN, u,.,=-2u,.+3u,.
De plus, on peut calculer les deux conditions initiales et on a : u, = 1 et
u; = —2uy + 1, = —2. Léquation caractéristique est alors : > +2r —3 = 0,
le discriminant est A = 16 et les solutions sont : x; = -3 et x, = 1. Ainsi, on
obtient: VneN, wu,=oa(-3)"+p.
On calcule « et  grace aux conditions initiales et on obtient :

-1 1
VnelN, un:T(—3)”+Z.

En utilisant alors le fait que :

vn € N%v, = 3u,_,, on obtient

1
v, = Z(—S)” + 2 |pour tout n € N*. On vérifie de plus que la relation est tou-

jours vraie pour n = 0.
On peut alors calculer les puissances n-iémes de N en utilisant N” = u, N +
v,1I5:

et e 2,

1 2 -2 1) | 100
—Z(-(=3)")] 2 -3 2|+=3B+=3"|o10
4 -1 2 0] * 00 1
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L[5 (3" 2(=3)"-2 1-(-3)"
=|-[2-2(=3)" 4(-3)" 2-2(-3)"
(=3)"=1 2-2(=3)" 3+(=3)"

Xn

4. On pose X,, = | ¥» |, et on écrit la relation de récurrence sous forme matri-

Zn
cielle : X,,,; = NX,,. On conjecture alors X,, = N"X,, et on démontre par ré-
currence cette relation (a faire). On obtient alors :

X, 1 ] 3+(-3)"
X, = |y | =N 1| =| 2 +2(-3)"
z, 0 1-(=3)"

Solution (exercice 7) (enonce
1. Par simple calcul, on a

0 1/a 1/a® 1/a®\ ( 0 1/a 1/a® 1/a® 3 2 2 5

2| @ 0 1/a 1/a* a 0 1/a 1/a*| |2a 3 2 %
“|a® a 0 1/a || a* a 0 1/a | |24® 2a 3 zyp

a a®> a 0 a a* a 0 2a3 242 2a 3

d’ot1l'on tire |A% = 2A + 31,.

. On obtient alors A(A —2I,) = 31, soit

A 21, A 2],

A(___) _ (___)A:14.
3 3 3 3

Ainsi, A est inversible d’inverse % - % soit

-2 1 _1 1

3 3.a 3.a? 3.a3

a =2 1 _1_

-1_| 3 3 3.a 3.a?
AT=la o 2 1
3 3 3 3a

@ a a =2

3 3 3 3

. Montrons I'existence par récurrence sur n € N.

Initialisation. Pour n = 0, on pose carA’ =1,.

Hérédité. Supposons l'existence de a,,, b,, en un certain rang n, ainsi
A" =a,A+b,l,, = A" = a,A’ + b,A = a,(2A +31,) + b,A,
soit en factorisant A"*! = (2a,, + b, )A + 3a,1,. On pose alors

|an+1 = 2an + bn’ bn+1 = 3an |

Dot la propriété au rang n + 1, et pour tout n € N,
lil existe a,, b, vérifiantA” = a,A+ b,1,.| Que peut-on dire de la suite

(a,—b,)?Pourtout n e N,
Aps1 — bpy =2a, +b, -3a, =—(a, - b,),

donc la suite |(bn — a,) est géométrique de raison 1
VneN, b,—a,=(-1)""

, avec ay, — by = —1, d'ol

. Soitc, =(-1)"b,, et n € N. Alors

Cus1 = (1) by = (=1)"(3a,) = 3(-1)"* (b, - (-1)")
=3(-1)"*'b, -3 =-3c, - 3.
Il s’agit alors d’'une suite arithmético-géométrique. On cherche alors ¢ de
sorte que
(=-30-3 = 0=-2
Donc pour tout n € N, en faisant la différence des deux lignes du systéme

{ Cps1 = —3C, =3,
¢ =-3¢0-3"°
on trouve que (¢, — ¢) est géométrique de raison —3. Donc
Cn == (=3)"(cy—0),

soit
7 3
¢, =3"(-1)"--~.
§=3"(-1)"5 -2
D’otui:
7 3 1 7 1
b, =(-1)"c, = 3”1 - (—1)”1» a, = gbn+1 = 3"1 - (—1)"“;1-
En conclusion :
7 1 7 3
A"=(3"-— (-1 "+1—)A+(3"—— -1 "—)1 ,
;-0 1L
ce qui fournit apres de longs calculs :
3.(=1)"+3" —(-1)"+3" —(-1)"+3" —(=1)"+3"
4 4.a 4.a2 4.a3
—(-1)".a+3".a 3.(-1)"+3" —(-1)"+3" —(-1)"+3"
A" = 1 4 4.a 4.qa?
| -(-D".a?+3".a> —(-1)".a+3".a 3.(-1)"+3" —(-1)"+3"
4 4 4 4.a
—(-D)".a%+3".a® —(-1)".a’+3".a®> —(-1D)".a+3".a 3.(-1)"+3"
4 4 4 4

Solution (exercice 8) tnonce
1. 11) OnaP'AP=D = PP 'AP=PD = AP=PD = APP ! =PDP ! =

A =PDP"]

1.2) Voir cours.

1.3) On peut procéder par double implication.
Si A est inversible. Alors D = P~'AP est aussi inversible en tant
que produit de matrices inversibles.
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2. 21)

Si D est inversible, alors A = PDP™! est inversible comme pro-
duit de matrices inversibles.
Donc : A inversible <= D inversible|. De plus, le cours livre :

A7 =(PDP) ' = () 'D 7P =[PD P

On a det(M) = 3 # 0 donc P est inversible et P~! = ( 1
2.2) On calcule P"'MP et on vérifie quelle est bien diagonale. Le calcul

win

W= W

0 -2

1 0
donne : P"'MP = ( ) Ainsi [M est bien diagonalisable| et on note

0 -2
23) On sait de plus tout de suite que M est inversible car D est inversible
car elle est diagonale et qu’elle n'a aucun 0 sur sa diagonale. De plus,

10 o
D= .Ona:M=PDP".

11
on sait alors que : M l=PDlp!= (i (2))

24) Onavuque: VYneN, M"=PD"P!. OrD estdiagonale donc D" =
1 0
(0 (_2),,) pour tout n € N.

Ainsi, on obtient pour les puissances n-iemes de M :
VneN, [M"= (2+(—2)" 1-(-2)" 2(1-(-2)") 1+2(—2)") .

3 3 3 3

Solution (exercice 9) (cnonce

01
1. Le calcul matriciel donne AB = (0 0) et BA = 0,. Les matrices

|A et B ne commutent pas|.

2. Le calcul matriciel donne : A> = A et CB = B.

® Inversibilité de A : par I'absurde, si A est inversible, alors A™! existe et on
peut donc multiplier 4 gauche par A™! I'égalité A(A —I,) = 0,. Comme
A'xA=1,etA"' x0, = 0,, on obtient : A—I, = 0, < A =1,. Ab-
surde car A # I,. Ainsi par un raisonnement par 'absurde, on a montré
que |A n'est pas inversible. |

® Inversibilité de B: on obtient: CB—B = 0, < (C-1,)B = 0,. Parl'absurde,
si B est inversible, alors B! existe et on peut donc multiplier a droite par
B! I'égalité (C—1,)B = 0,. Comme BB~!x =1, et0, x B! = 0,, on obtient :
C-1, =03 < C=1L,. Absurde car C # L,. Ainsi par un raisonnement par
I’'absurde, on a montré que |B n'est pas inversible.|

3. C est une matrice triangulaire supérieure avec un 0 sur la diagonale donc

|C n'est pas inversible|.

Solution (exercice 10) (cnonce

1.

2.

On calcule (a+d)M—(ad-bc)l, dun coté et M? de l'autre et on obtient bien

le résultat voulu.

On fait deux cas selon la valeur de A.

® Onsuppose que A # 0. Onaalors : M? — (a+d)M = —(ad - bc)l,, a savoir,
commeA #0:

M((a+d), M) = (ad-be)l, M( (a+d),-M)| =1,.

1
ad—-Dbc
De méme en effectuant le produit matriciel dans I'autre sens. Ainsi M
est bien inversible et son inverse est : M™! = —L—((a + d)I, - M) =

ad-bc
. ( d -b

ad-bc\—c a |’

® On suppose que A = 0. Montrons par I'absurde que M n’est pas inversible.
On suppose que M est inversible. On a alors : M? = (a + d)M, a savoir :
MM - (a + d)1,) = 0,. Mais comme par hypothése M est inversible, on
peut multiplier 2 gauche de chaque coté par M~!. On obtient alors : M —
(a+d)I, = 0,.On obtient alors en calculant coefficient par coefficient a =
b = ¢ = d = 0, contradiction, car la matrice nulle n'est pas inversible. On
en déduit donc que si A = 0, alors M n’est pas inversible.

On a donc bien démontré que : M inversible si et seulement si A # 0. De plus,

. . . -1 1 d _b
on avu que si M est inversible, alorsona:|M™" = ——— .
ad-bc —C a

Solution (exercice 11) (tnonce

1.

On prend donc deux éléments quelconques de Z. Soit donc Mgy et M, élé-
ments de Z avec (0,a) € R?>.Ona:
cosOcosa—sinBsina —(cosOsina+ cosasind
MQM(X = ( ( ))

cosOsina + cosasin® cosOcosa—sinOsina

_[cos(@+a) —sin(0+a))|
“|sin(0+a) cos(@+a) | O+«

Soit (0,a) € R?, on calcule le produit MgM,, et M, M,. D’apreés le calcul fait
précédemment et en utilisant le fait que a + 6 =0+, on a

MgMg = Mg,q = M M.
Il suffit de prendre 0 = 0 et on obtient bien que : I, = M, € .
Soit un élément My de Z. On cherche s'il existe une matrice M telle que
MgM = I, = MMg. Or on sait que I, = M, et que : MgM, = Mg, = M Mg.
On voit ainsi que pour que Mg, , soit égal a I,, il suffit de prendre o = —6. On

obtient ainsi que My est bien inversible et que |(Mg) ™' = M_g|. Cet inverse est



BCPST1 (€9 2025-2026

36

W/ Lycée Michel MONTAIGNE — Bordeaux

donc bien dans Z.

Solution (exercice 12) ¢nonce
211

1. Uncalculdonne:A*=|1 2 1|.Onremarque alors que : A> = A + 2.
122
2. On connait une relation entre les puissances de A, on sait donc tout de suite
si A est inversible ou pas. Ici, onaA(3(A - 1)) =15 et (3(A —13))A =I5. Ainsi
-1 1 1
A est inversible d’inverse : A™! = % A-L)=-1 -1 1
1 1 -1

Solution (exercice 13) ¢nonce

1. Ona:M(M’-4M+1;) = 5I; < Mx [$(M®-4M+1;)] = I; et de méme :
[:(M?-4M+13)] x M = I5. Ainsi on a trouvé une matrice C € 93 (R) telle
que : M x C =15. Donc par définition d'une matrice inversible, on sait que M
est inversible et que |M‘1 =C=i(M’-4M+ 13)|.

2. On a:A(A* - 1) = 0,. Par I'absurde, si A est inversible, alors A™! existe et
on peut donc multiplier 4 gauche par A™! I'égalité A(A* —1;) = 0,. Comme
A"'xA=I3etA™! x0; = 05, on obtient: A* —I; = 0; « A* =1,. Absurde car
par hypothese, on sait que : A* # I;. Ainsi par un raisonnement par I'absurde,
on a montré que [A n'est pas inversible|.

Solution (exercice 14) enonce
1. On obtient

M'™
a?+b%+c?+d? 0 0 0
— 0 a?+b*+c?+d? 0 0
0 0 a’+b%+c?+d?
0 0 0 a?+b%+c?+d?

= (a®+b*+c* +d?)l,.
2. ComrrTle lesa, b, ¢, dsontnon tous nuls, on a a?+b?+c?+d? + 0. On en déduit
mM =1, et de méme M = I,. Donc M est inversible, et

‘M‘l = M \

a?+b%+c2+d?

—M _
a?+b%+c?+d?

Solution (exercice 15) ¢nonce

1. SoitA € M, , (K). On développer :

p p p
(I,—A)x Y AF =) Ak )y ak+l
k=0 k=0 k=0

p+1

p
=Y AF- Y At
k=0 k=1

> téléscopage
—_ AO +1 _ +1
=A"—-APT =1, —-APT.

Donc:

P

L,—AP* = (1,-A)x ) AF|

k=0

2. Supposons que A est nilpotente, alors il existe k € N* tel que A* = 0. Posons
p =k —1= 0. La question précédente fournit :

Vp eN*,

k-1
I,-NPl =1, -NF=1,=(1,-A) ) AF.
k=0

Donc:

k=1
I, —Nestinversible|, |(I,-N)™'=3" Akl
k=0

0100
0010
0001
0000
N est nilpotente et vérifie N* = 0,4,4. Ainsi, la matrice —aN est aussi nilpotente
et vérifie (—aN)* = 0, ,. Donc d’apres la question précédente, B est inversible
d’inverse I, + (—aN) + (=aN)? + (—aN)3. Apres calculs on trouve :

1 1aa?ad

1_-lo01 a a?

B 001 alf
000 1

3. [Application] On peutdécomposerB=1,—aNouN = ( ) La matrice

Solution (exercice 16) (tnonce
1. Par hypothése, A est inversible d’inverse AT.A. Mais AT.A est symétrique,
donc [A~! est symétrique] c'est-a-dire T(A™') = A™%. Or, T(A™!) = (A7),
donc (A7) =A™ dottl'on tire AT = A, cest-a-dire que [A est symétriquel.
2. Supposons qu'il existe P inversible vérifiant PTP = I,, et telle que A = PTDP,
ou D est diagonale a coefficients réels. En remplacant dans '’hypothese, on
trouve :
P'D’P=1, < D*=1,.
Donc tous les coefficients diagonaux (réels) de D sont solution de I’équation
x® = 1, qui "admet que 1 pour solution. Donc D =1I,,. On conclut ensuite :
A=P'DP=P'P=[L,]
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Solution (exercice 17) (enonce

1.

Oui. Soient x, x’ € R, tels que f(x) = f(x'). Alors —x = —x', x = x" et B
q 2

2 .. . . . . .
—%-, ceci implique bien x = x". Donc f |est injective.

Soient x,y deux réels. Alors un simple produit matriciel prouve que

F(xX)f(y) =f(x+y) € f(R) car x + y € R. Donc |f(x)f(y) € f(R)| pour tout
X,y €R.

1 0 nx
31) Parrécurrence évidente: |f(x)"=f(nx)=|-nx 1 —#
0 O 1

3.2) Premier point : est-ce que toute matrice de la forme f(x), x € R est
inversible ? Oui, puisqu’en choisissant y = —x dans la question précé-
dente, on déduit f(x)f(—x) = f(x — x) = f(0) = I;. Donc pour tout
xeR:

1 0 —x
f(x)estinversibleet: f(x)™'=f(-x)=|+x 1 _x2_2 ,
0 0 1

Deuxieme point : est-ce que toute matrice inversible est de la forme
111

f(x)? Non, considérer par exemple T = |0 1 1}, alors T est inver-
001

sible (triangulaire avec trois coefficients diagonaux non nuls) et n'est

pas de la forme f(x) puisque le coefficient (1,2) est non nul. Donc

f(®) # Gy (®).
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Correction Devoir-maison f,|l:|, (Chapitre (ALG) 7)

Solution (exercice 18)

1. Ona

2. 21)

22)

3. 33)

3.2)

Enoncé
U, 1 Uus
_ _ _ 5 1, _ — -
Xo= |t ||=|[ 0[] Deplus, us = 2u, —3u; + yug = 2,donc|X; = | U, ||=
U 0 U

— 5 1
Upis = 2un+2 - Zun+1 + Zun

Les relations < u;.» =Upyio s’écrivent matricielle-
Upi1 =Up
5 1
Upis 2 ~1 1\[Un+2
ment sous la forme : |u,.»| = |1 0 O]|u,+1]|, cClest-a-dire
Upi 0 1 0J\ u,
-2 1 8 -5 1
puisque [1 0 0f=3[4 0 0]|=A.
0 1 0 0 4 0

Initialisation. Comme A° = I, la propriété est bien initialisée.
Hérédité. Soit n € N tel que X,, = A"X,. Alors :
Xn+1 = AXn

1 Q hypothese de réc.
= AAnXO = An+ Xo.

On a donc par principe de récurrence: VneN, .
On trouve
11 4\(16 -16 4 400
PQ]=|1 2 4(|-4 4 0 |=(04 0|=[4]
140J\-2 3 -1 004
On en déduit que P x iQ = iPQ = I3, ce qui montre que P est inversible),
On trouve
(P14 [200) (133
PT=-]1 2 4|0 1 2]=]|11 4|,
2\1 2 0)\o o 1) 12 4
(2 3)(16 -16 4) (8 -5 1
puis PTP'==[1 1 4|[-4 4 o0 |==|4 0 0]=A
4(124—23—1 4o 4 o

3.3)

. 4.)

4.2)

4.3)

4.4)

On obtient que .

Posons, pour tout n e N, #(n): A" = PT"P L.
Initialisation. PT°P~! = PI,P~! = PP™! =1, donc #(0) est vraie.
Hérédite. Supposons #(n) vraie pour n fixé dans N, de sorte que
A" =PT"P~!. On en déduit que :

A" =A"A = (PT"P7)(PTP!)=PT"(P~'P)TP! = PT"*'P!
car P~'P =I;. D’ol1 le résultat par le principe de récurrence.

000 000
Onaque(N=|0 0 1|.Ontrouve|N>=[0 0 0
00O 000
Pour tout entier k = 2, [N¥] = N2 x NF2 = 0 x N¥~2 = [0](matrice nulle).
000
OntrouveDN=|0 0 1|=ND|
000O0

De N = T —D, on déduit T = D + N. Puisque DN = ND (D et N com-
mutent), la formule du binéme donne, pour tout entier n = 2,
T" = (D+N)" = ¥7_, (#)D"*N*. Puisque, pour tout k = 2, N* =0, ]a
somme se réduit aux termes correspondanta k =0eta k = 1.
Puisque (j)D"N° =D", et (])D""'N =nD""'N, ona:

[T” = D" + nD""'N|
D étant diagonale, on a:

-1
L [2 00 L (2000
D":(—) 0 1 0], et D”‘I:(—) 1 0},
2/ 1o 01 2 0 01
000
dot: D" 'N=(1)"""{0 0 1|.Ilvient:
000
[ [2 00 vt (000
=(—) 010 +nx(—) 001
2/ 1o 01 2 000
L f[2 00 000 (200
:(—) 0 10]|+2n|0 01 :(—) 0 1 2n
2 001 000 00 1

On voit (remplacer z par 0, puis par 1) que la formule est aussi vraie
pour n =0 et n = 1, elle est donc vraie pour tout entier n = 0.
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4.5) Soit n € N. On trouve :

5. 5.1)

5.2)

1 2" 0

2n

pro= (1)
1

14 0
12 4|lo0 1
2/ 114 0)lo o
on 1 2n+4)

1 n
:(—) 2" 2 4n+4
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Soit n € N. On obtient u,, en calculant le vecteur colonne X,, par la for-
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muleX,, = A"X,. CommeX, = [ 0 |, on obtient X,, en recopiant simple-
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Onsait que pour tout € N: u,, = 4— 32— On déduit que
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car 2" oo et par croissances comparées.
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