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17.1 Espaces probabilisés

17.1.1 Univers et événements

Définition 1

Soit €2 un ensemble fini.

e On dit que c’est un univers lorsqu’on le voit comme ensemble des résultats possibles
d’une expérience aléatoire.

e Les parties A € P(Q), i.e. A C €, sont alors appelées des événements.

e Les singletons A = {a} sont appelés des événements élémentaires.

e Pour tout événement A € P(Q2),A = Q\ A est appelé I'événement contraire de A. Il
est réalisé si I’événement A n’est pas réalisé.

e L’ensemble vide ) est appelé I’événement impossible et Q I’événement certain.

e Soient A et B deux événements. On dit que A implique B si A C B.

e Soient A et B deux événements.

L’événement AU B, dit A ou B, est réalisé si I’événement A ou I’événement B est réalisé.
L’événement AN B, dit A et B, est réalisé si ’événement A et I’événement B sont réalisés.
Les événements A et B sont dits incompatibles si AN B = (.

Remarque 1. e Rappelons que si © est un ensemble fini, ’ensemble P(2) des parties de
lest également et comporte 2¢2r4(2) dléments.

e Un événement et son événement contraire sont toujours incompatibles.

e Rappelons les regles suivantes, déja vues :

Pour tout (A,B) € (P(Q))?2,A=A4; AUB=ANB; ANB=AUB.
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Exemple 1. e Pour modéliser un lancé de dé a 6 faces, on choisit 'univers 2 = [1,6]. On a
alors Card(P(Q)) = 26 = 64.

Pour citer quelques exemples, 1'événement {1,3,5} traduit < on lance le dé et ’on obtient
un nombre impair > ; ’événement {3,6} traduit < on lance le dé et I'on obtient un multiple de
3 >, etc..

Soient A = {2} et B = {2,4,6}. L’événement A implique I’événement B puisque A C B.
Autrement dit, si le résultat du lancer de dé est un 2, cela implique que le résultat est pair.

Si €' ={1,3,5}, les événements B et C' sont incompatibles puisque B N C = (). Autrement
dit, le résultat ne peut étre & la fois pair et impair. Ceci est logique puisque C' = B.

e Pour modéliser une expérience ou on lance deux fois une piece de monnaie, on considere
I'univers Q = {P, F'}? qui contient 4 éléments . L’ensemble P(£2) contient alors 2* = 16 éléments.

Par exemple, I’événement {(P, P), (P, F')} traduit < on obtient pile au premier lancer >.

Définition 2: Systéeme complet d’événements

Soit 2 un ensemble fini.

Soient Aq,..., A, des parties de ).

On dit que les événements (Aq, ..., Ay) forment un systéme complet d’événements pour
Q) g’ils vérifient les deux conditions suivantes :

1. Pour tout (i,j) € [1,n]? avec i # j,4; N A; = 0;

9. OAk — Q.
k=1

Un systeme complet d’événements pour €2 est donc une famille d’événements deux a deux
incompatibles dont la réunion est I’ensemble €. On dit aussi que ces événements forment
une partition de €.

Exemple 2. 1. Si Q = {zx|k € [1,n]} est un ensemble fini, alors la famille ({zx})i<k<n
forme un syteme complet d’événements.

2. Si A C Qest un événement, alors la famille (A4, A) forme un systéme complet d’événements.
3. Soit © = [1,6]. Soient A = {1,4,5}, B = {2,3} et C = {6}. Les événements (A, B,C)
forment un systeme complet d’événements pour 2.

17.1.2 Probabilité

Définition 3: Probabilité

Soit 2 un ensemble fini.
On appelle probabilité sur (€2, P(§2)) une application P : P(2) — [0, 1] telle que

1. P(Q) =1.
2. Pour toute famille (Aj)1<k<n d’événements deux a deux incompatibles,

() - $ra0
k=1 k=1

On appelle espace probabilisé fini un triplet (2, P(€2),P) ou 2 est un ensemble fini et P
une probabilité sur (2, P()).

Remarque 2. Si (Ay,...,A,) est un systéme complet d’événements pour 2, on a alors
n n
1=P(Q)=P (U Ak> = P(A)
k=1 k=1
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ou on a utilisé les deux propriétés d’une probabilité, les événements (Ay)1<<r<n €tant deux a
deux incompatibles.

Remarque 3. Dans le cas ou {2 est un ensemble fini, on définit la probabilité uniforme sur
(Q,P(Q)) par

card(A)

card(Q)’

On dit qu’il s’agit d’une situation d’équiprobabilité.
Vérifions qu’il s’agit bien d’une probabilité.
card(Q)
O Q) = =1.
* OnaP() card(Q)
e Soit (Ax)1<k<n une famille d’événements deux & deux incompatibles, i.e. V(i,j) € [1,n]>
avec i # j,A; N A; = 0.

VA € P(Q),P(A) =

On a vu dans le chapitre « Dénombrement >qu’on a alors Card (U Ak> = Z Card(Ay).
k=1 k=1
On en déduit que

Card A Card(Ag)
() (U] Sewta o, Saa
k=1

Card () ~ Card(Q) _k:1 Card(Q)

ce qui prouve bien que P est une probabilité.

1

Dans ce cas, pour tout événement élémentaire {a} € P(Q2), on a P({a}) = Card(Q)’
ar

Exemple 3. Reprenons ’exemple du lancer de dé, avec 2 = [1, 6]. On munit espace (€2, P(£2))

de la probabilité uniforme P.
1
Pour tout k € Q, on a P({k}) = —.
_ Card(4) 4 2

Soit A =1{1,3,5,6}. Alors P(A) = Card(9) ~ 6 =3

Proposition 1: Propriétés d’une probabilité

Soit (€2, P(2),P) un espace probabilisé fini. On a les propriétés suivantes :
1. P(0) = 0.
2. VA e P(Q),P(A) =1-P(A).
3. Pour toutes parties A et B dans P(£2),

(@)

P(AUB) =P(A)+P(B) —P(AN B).
4. Pour toutes parties A et B dans P(£2) avec A C B,
P(A) < P(B).

5. Si Ay, ..., A, sont des parties de P (), alors

o (0n) < S
=1

i=1

Démonstration.
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1. Soit A =0 et B = (). Les événements A et B sont incompatibles puisque AN B = (). De
plus, on a également AU B = () donc par définition d’une probabilité

P(0) =P(AU B) =P(A) + P(B) = P(0) + P(0)
d’ott en simplifiant par P(0)) de chaque coté de ’égalité, on obtient P(()) = 0.
2. Ona Q=AUA avec A et A qui sont incompatibles donc

1 = P(Q) = P(A) + P(A)

dott P(A) = 1 — P(A).

3. On écrit AU B sous la forme d’une union d’événements deux a deux incompatibles :
AUB=(ANB)U(ANB)U (AN B).

Ainsi,
P(AUB) =P(ANB)+P(ANB)+P(AN B).
Par ailleurs, on a les unions disjointes A = (ANB)U(ANB) et B= (AN B)U (AN B)

donc
P(ANB) =P(A) —P(ANB) et (AN B) = P(B) — P(AN B).

Tout mis bout a bout, on obtient :
P(AUB)=PA) —P(ANB)+P(ANB)+P(B)—P(ANB) =P(A) +P(B) —P(AN B).

4. Puisque A C B,ona BNA = A.
Ainsi B= (BNA)U(BNA)=AU(BNA).
Ces deux événements étant incompatibles, on a P(B) = P(4) + P(B N A).
Puisque P(B N A) > 0, on en déduit que

P(A) < P(B).

5. Montrons le résultat par récurrence sur n € N*.
Sin =1, I'inégalité est triviale.
Soit n € N* telle que I'inégalité est vraie pour n événements.
Considérons Ay, ..., A,4+1 des éléments de P(2).
D’apres le troisieme alinéa, on a pour tous événements A et B,P(AU B) < P(A) + P(B).

Ainsi, on a
n+1 n
P (U AZ) <P <U A,-) + P(Apgr).
i=1 i=1

n n
Or, par hypothese de récurrence, on a P (UAZ> < Z}P’(Ai). On en déduit que
i=1 i=1

n+1

n+1 n
P (U Ai> < ZP(Ai) +P(Any1) = ZP(Az‘),
i=1 =1 i—1

ce qui prouve la formule au rang n + 1 et acheve la récurrence.
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17.2 Conditionnement et indépendance

17.2.1 Probabilités conditionnelles

Définition 4: Probabilité conditionnelle

Soit (2, P(€2),P) un espace probabilisé fini.
On considere A et B deux parties dans P(£2) telles que P(B) > 0.
On appelle probabilité conditionnelle de A sachant B le réel

P(ANB
Pp(A) = w
On note également Pp(A) = P(A|B).

On a directement d’apres la définition la formule dite de conditionnement :

Proposition 2: Formule de conditionnement

Soit (2, P(2),P) un espace probabilisé fini.
On considere A et B deux parties dans P(S2) telles que P(B) > 0.
Alors

P(AN B) =P(B)Pp(A).

Exemple 4. e On lance un dé a 6 faces. On suppose que chaque résultat est équiprobable.
Soit © = [1,6]. On munit (©2,P(Q2)) de la probabilité uniforme P.
Calculons la probabilité que le résultat du lancer de dé soit 5 sachant qu’il est impair.
Soit A = {5}, soit B = {1,3,5}. La probabilité qu’on souhaite calculer est

Py PANB) _E(4)

1
P(B) P(B) 3

olw|ol—

Calculons maintenant la probabilité que le résultat du lancer de dé soit 4 sachant qu’il est
impair.

Soit C' = {4}. La probabilité qu’on souhaite calculer est

_P(CNB) _ P0)

PO =" ~wm) "

e Un couple a deux enfants. Sachant que I'un des enfants est un garcon, quelle est la pro-
babilité que l'autre soit une fille? On suppose que la naissance de garcons et de filles est
équiprobable.

Considérons 'univers Q = {(F, F), (F,G), (G, F), (G,G)}. On munit (Q,P(2)) de la proba-
bilité uniforme P.

Soit A = {(F, F),(F,G), (G, F)} 'événement < le couple a une fille >et B = {(F,G), (G, F),(G,G)}
I’événement « le couple a un gargon .

. _PANnB) _ PHF.G) (G F)})
On souhaite calculer Pp(A) = P(B) ~ PU(EG), (G, F) (G.G)])

INIH NN
w
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Proposition 3

Soit (2, P(€2),P) un espace probabilisé fini. Soit B € P(Q2) tel que P(B) > 0.
L’application

est une probabilité sur (2, P(Q2)).

Démonstration. Observons déja que Pp est a valeurs dans [0, 1].
En effet, pour tout A € P(Q),ANB C B donc 0 < P(AN B) < P(B) d’ou

P(AN B)
<Pg(A)= ——=<1.
0<Pgp(A) P(B) =
Vérifions maintenant les deux axiomes de la définition d’une probabilité.
P(QNnB) P(B)
1. Pp(Q2) = = = 1.
20 =75 " EB)
2. Soient (Aj,...,A;,) des événements deux a deux incompatibles.
Ainsi, pour tout (4,7) € [1,n]? avec i # j,on a (4;NB)N(A;NB)=(A,NA;)NB=0
donc les événements (Ax N B)i<k<n sont deux a deux incompatibles d’ou

1%<CL%>P(QJAQHB>P<;¥MQBO " P(A,NB) &

ﬁB) P(B) - P(B) =2 Pr(4y),

k=1 k=1

ce qui prouve bien que Pp est une probabilité sur (2, P(2)).
[ |

Remarque 4. A fortiori, les probabilités conditionelles vérifient les mémes propriétés qu’une
probabilité, a savoir :

IPB(@) = 0; PB(Z)I 1-Pp(A); Pp(AUC)=Pp(A)+Pp(C)—-Pp(ANC);

siA C C,]PB(A) < ]PB(C) et Pp (O Al> < Zn:]P’B(AZ)

Proposition 4: Formule des probabilités composées

Soit (2, P(2),P) un espace probabilisé fini.
Soient Ay, ..., A, des événements tels que P(A; N---N A,—1) > 0. Alors

P(Al AEEEER An) = ]P)(Al)]P)Al (AQ)PAlmAQ (Ag) .. ']P)Alﬂ"ﬂAnﬂ (An)

Démonstration. Observons tout d’abord que toutes les probabilités conditionnelles sont
bien définies.
En effet, ’hypothese P(A; N---N A,—1) > 0 implique que pour tout 1 <k <n—1,

P(A1N---NAg) >0

car AyN---NA,_1 CAN---NAL.
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La formule se montre alors directement :

P(A; N Ag) P(A; N Ay N A P(A;N---N A,
P(A1)P 4, (A2)PA,na, (A3) .. . Paynna, o (An) = P(A)) (PtAl) 2) (PEAI m2A2) 3)...P(£hlmmm4 _)1)
= P(AN---NA).
|

Exemple 5. Une urne contient n boules blanches et n boules noires. On tire successivement et
sans remise n boules dans cette urne. Les tirages sont équiprobables.

On note A I’événement < toutes les boules tirées sont blanches >.

Pour tout & € [1,n], on appelle Ay I’événement < la boule tirée au k-eéme tirage est blanche .

n
Alors A = ﬂAk et d’apres la formule des probabilités composées, on a
k=1

P(A) = P(A)PA, (A2)Pa;na,(43) .. . Pajana,  (An)
nn—1n-2 1

mon—12n—2  "n+1

(n})?

(2n)!”

Proposition 5: Formule des probabilités totales

Soit (€2, P(2),P) un espace probabilisé fini.
Soit (4;)1<i<n un systéme complet d’événements.
Alors pour tout B € P(2), on a

n

P(B)=> P(BNA;) =) P(A)Pa,(B),
=1

=1

avec la convention P(A4;)P4,(B) = 0 si P(4;) = 0.

Démonstration. Soit B € P(2). On a

n

B=BNQ=BnN (OAZ) = JBn4y),
i=1

=1

ou les événements (B N A;)i1<i<n sont deux a deux incompatibles car les événements (A4;)i1<i<n
le sont.
Par définition d’une probabilité, on a donc

P(B) =P <OBﬂAi> = ZH:P(BmAi).
=1 =1

La conclusion découle du fait que pour tout i € [1,n],P(B N A;) = P(A;)P4,(B) (si P(4;) > 0,
ceci découle de la formule de conditionnement, sinon, de la convention ci-dessus). |

Exemple 6. Trois urnes Ui, Us et Us ont la composition suivante : U; contient une boule
blanche et une boule noire, Us contient trois boules blanches et deux boules noires, Us contient
deux boules blanches et deux boules noires.

On choisit une urne au hasard puis on tire une boule dans 'urne. Quelle est la probabilité
de tirer une boule noire ?
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On considere les événements Uy :< on choisit 'urne Uy >, Us :< on choisit 'urne Us >,
Us :< on choisit 'urne Uz »et N :< la boule tirée est noire >.

Les événements (Uy, Us, Us) forment un systéeme complet d’événements et d’apres la formule
des probabilités totales, on a

P(N) = P(U1)Py, (N) + P(U2)Py, (N) + P(Us)Py, (N) = % X

Proposition 6: Formule de Bayes

Soit (€2, P(2),P) un espace probabilisé fini.

Soit (Ay,...,Ay,) un systeme complet d’événements de 2. Soit B un événement tel que
P(B) # 0.
Alors pour tout i € [1,n],
pay - BAPA(E) _ _ P(AIRA(B)
' P(B) > k=1 P(Ak)P4, (B)

Démonstration. Soit i € [1,n]. D’apres la formule de conditionnement, on a

Ps(4) = “F@ = BE)

D’autre part, d’apres la formule des probabilités totales, on a P(B) = Z P(Ag)P4, (B), d'ou le

k=1
résultat. |

Corollaire 1

Soit (2, P(2),P) un espace probabilisé fini.
Soient A et B dans P(2) tels que P(A) > 0 et P(B) > 0. Alors
P(A)P4(B) P(A)PA(B)

P ="3B) = pAPa(B) + FAPL(B)

Démonstration. Il suffit d’appliquer la formule de Bayes au systeme complet d’événements
(A, A). |

Exemple 7. Une maladie touche 0,01% de la population. On dispose d’un test.

Pour les personnes atteintes, il est positif avec probabilité 99%.

Pour les persones saines, il est négatif avec probabilité 99%.

On suppose qu’une personne est testée positive. Quelle est la probabilité qu’elle soit effecti-
vement malade 7

11 s’agit ici de calculer Pp(A) ou 'événement A traduit le fait que la personne est malade,
et I’événement B traduit le fait que le test est positif.

On alors

P(A)PA(B) P(A)PA(B) 0,0001 x 0,99

]P) A - = =
5(4) P(B) P(A)PA(B) + P(A)P4(B)  0,0001 x 0,99 +0,9999 x 0,01

~ 0,01.
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17.2.2 Indépendance d’événements

Définition 5: Evénements indépendants

Soient (€2, P(£2),P) un espace probabilisé fini.
Deux événements A et B sont dits indépendants si

P(AN B) = P(A)P(B).

Remarque 5. Si P(B) > 0, 'indépendance de A et B équivaut a dire que

Proposition 7

Soit (2, P(€2),P) un espace probabilisé fini.
Soient A et B deux événements indépendants.
Alors les événements A et B sont indépendants.

Démonstration. En effet, on a
P(A)P(B) = (1 — P(A))B(B) = P(B) — B(AN B),

car P(A)P(B) = P(A N B) par indépendance de A et B.
Or, B s’écrit comme 1'union de deux événements incompatibles B = (AN B) U (AN B) d’olt

P(B) —P(ANB) =P(AN B),
donc P(A)P(B) = P(AN B), ce qui implique I'indépendance de A et B. [
Remarque 6. 1. On en déduit le corollaire suivant : si A et B sont indépendants, A et B

le sont également, ainsi que A et B.

2. A est indépendant avec lui méme si et seulement si P(A) = P(A)? si et seulement si
P(A) € {0,1}.

3. Si A et B sont incompatibles et indépendants, on a 0 = P(AN B) = P(A)P(B) donc ceci
n’est possible que si I'un des deux nombres P(A) ou P(B) est nul.

En particulier, si P(A4) €]0, 1], alors A et A ne sont pas indépendants.

Définition 6: Evénements mutuellement indépendants

Soit (€2, P(2),P) un espace probabilisé fini
Soit (A1, ..., Ay) une famille d’événements de P(Q).

1. On dit que les événements (Ay)1<k<n sont deux & deux indépendants si pour tout
(i,7) € [1,n]? avec i # j, alors

P(A; N A;) = P(A)P(A;).

2. On dit que les événements (A)1<k<n sont mutuellement indépendants si pour tout

I C[1,n],ona
P (ﬂ Ak) = H]P’(Ak).

kel kel
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Remarque 7. D’apres la définition, si on dispose d’une famille d’événements mutuellement
indépendants, alors ces événements sont deux a deux indépendants mais la réciproque est fausse,
comme le montre I'exemple suivant.

Exemple 8. On lance deux dés a 6 faces (équilibrés) D; et Dy. On suppose que les lancers
sont indépendants.

On pose Q = [1,6]? et on munit (2, P(Q)) de la probabilité uniforme P.

On considére les événements A : < le résultat de Dy est pair >, B : < le résultat de D5 est
pair >et C : < la somme des résultats de Dy et Dy est pair. >

Les événements A et B sont indépendants puisque les lancers sont indépendants. On a

P(A) = B(B) = % et C = (ANB)U(ANB) done

P(C)=P(ANB)+P(ANB) =P(A)P(B) + P(A)P(B) = ~ + ~ =

1
5"

B |
N

Ona ANC =ANB donc P(ANC) = i = P(A)P(C), donc les événements A et C sont

indépendants. On montre de méme que les événéments B et C sont indépendants.
Donc les événements A, B et C' sont deux a deux indépendants.
En revanche, on a AN BNC = AN B donc

P(ANBNC) = % £ P(A)P(B)P(C).

Ainsi, les événements A, B et C ne sont pas mutuellement indépendants.
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