Chapitre 14 : Géométrie dans R?
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1 Plan R2.

1.1 Vecteurs et opérations sur les vecteurs

~— Définition 1. N

On définit le plan euclidien par

R? = {W = (z,y) avec z,y € R}

Tous les éléments de R? ont appelés des vecteurs de R?. x et y sont les composantes du vecteur.

\ J

,—[Déﬁnition 2 (Opérations sur R2).] |

Soient W = (x1,y1) et ¥ = (x2,y2) deux vecteurs de R2. Soit A € R.
1. On définit le vecteur ¥ 4+ ¥ comme l'unique vecteur de composantes (1 + 22,91 + Y2)-

2. On définit le vecteur A\. % comme l'unique vecteur de composantes (A.z1, A\.y1).

\ J

,—(Théoréme 3 (Regles de calculs).} N

La loi + sur R? a les propriétés suivantes.
e Commutativité : ¥(o, 7)€ (R?)?, 0+ 0 =V + .
e Associativité : V(u, 7, W) € (R?)?, (W + )+ W@ =4 + (V + ).
e Elément neutre : V1 € R2 , U+ ﬁ =.
e Symétrique : V7 € R2, 37 e R2 tel que W + ¥ = 0.

\ J

,—[Théoréme 4 (Regles de calculs).} |

La loi + et la loi . sur R? ont les propriétés suivantes.
e VZ ER?, 0.0 =10 et 1.0 = 7.
e VI ER2, VAER, AT =0 (A=0ouw=70).
e VU €R2, V(A p) €R:, A+ )W =AU 4+ pd et AN(u) = (M) .
e VU,V EREL VAER, AU + ) =AU + \7.

1.2 Vecteurs colinéaires

Définition 5.

Soient ¥ et ¥ deux vecteurs de R2. On dit que U et U sont colinéaires lorsque
7:ﬁou5|)\€Rtelque7:t.7.

Exemple 6. Les vecteurs 7 = (1,2) et ¥/ = (—2, —4) sont colinéaires.

Exemple 7. Montrer que les vecteurs 7 = (1,2) et ¥ = (3,4) ne sont pas colinéaires.
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~— Théoréme 8. N

Soient U et ¥ deux vecteurs de R2.
1. Sid = ﬁ ou v = ﬁ alors U et ¥ sont colinéaires.

2. Supposons que U et W soient tous les deux non nuls. -
Ils sont colinéaires si, et seulement si, 3 (A1, A2) € R2\ {(0,0)} tel que \. % + X W = 0.

Remarque 9. Les scalaires A1 et Ay ne sont pas nuls en méme temps.

~— Théoréme 10. N

Soient ¥ = (x,y) et ¥ = (2/,y') deux vecteurs de R,

U et U sont colinbaires <= xy —2'y=0
/
< det (m x,) =0
Yy oy

1.3 Points du plan affine et vecteurs.

~{ Définition 11. .

Pour représenter les points du plan P, on utilise le repere (O, ?, 7) ol
e O est origine du repere,
o 7 est le vecteur (1,0)
D 7 est le vecteur (0, 1)

A tout point M du plan, on associe le vecteur U tel que O—J\f =1.

Les coordonnées de M sont les composantes du vecteur .
Soient A(x4,ya) et B(xp,yp) deux points du plan P.

Le vecteur AB est I'unique vecteur de R? tel que E = (B — XA, YB — YA)-

\. J

,—(Théoréme 12 (Relation de Chasles).} |

Soient A, B et C trois points du plan P.
1. AA=T B

2. AB=10 < A= B.
3. AC = AB + BC
4. AB = —BA. A c

\ J

~— Définition 13. N

Trois points A, B, C' du plan sont dits alignés lorsque 1@ et B? sont colinéaires.
Un triangle est un triplet de points (A, B, C) non alignés, on le note ABC.
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1.4 Droites du plan

~| Définition 14. N

Soit A un point du plan P et soit @ un vecteur non nul de R,
On appelle droite passant par A et de vecteur directeur U Densemble des points M du plan P tel

—
que AM et U soient colinéaires.

D= {MEPtel que (EItE]Rtel quem:t.ﬁ)}

On note (AB) la droite passant par A et de vecteur directeur AB.

\. J

~ Théoréme 15. )

Soit A(z4,y4) un point de P et soit % = (a, 8) un vecteur non nul de R2.
Soit D la droite passant par A et de vecteur directeur .

r=x5+ta

M(z,y) e D<= JteR,
(@) {y=yA+tﬁ

C’est une représentation paramétrique de la droite D.

Exemple 16. Déterminer une représentation paramétrique de la droite passant par A(1,—3) et B(2,1).

~— Théoréme 17. N

Soit A(x4,y4) un point de P et soit @ = (v, ) un vecteur non nul de R2.
Soit D la droite passant par A et de vecteur directeur .

M(z,y) €D & det(AM,7)=0
& fr—ay+oays—Bra=0

1.5 Bases de R?

~ Définition 18. N

On appelle base de R? une famille de deux vecteurs de R? non colinéaires.

La famille ((1,0), (0,1)) est appelée la base canonique de R2.

Exemple 19. Soient 7 = (v2,v/2) et ¥ = (v2,—v2). Montrer que (W, ) est une base de R2.

,—[Théoréme 20 (Coordonnées dans une base).} |

Soit (e, €3) une base de R2.
v € R?%, 3!(a,b) € R? tel que W = aef + aep

On dit que (a,b) sont les coordonnées de @ dans la base (ef, 3).
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Exemple 21.
1. Montrer que (& = (1,0),e = (1,1)) forme une base de R2.

2. Déterminer les coordonnées de U = (2,—5) dans cette base.

~— Définition 22. N

Soit B = (&1, e3) une base de R2. Soit % € R2. Soit (a,b) les coordonnées de & dans la base B.

e Soit @ € R2. Soit (a,b) les coordonnées de U dans la base B.
On appelle matrice de % _dans la base B la matrice colonne, notée matg(ﬁ), définie par
a

matp (W) = ( >

b))
e Soit ¥ € R2. Soit (a’, ') les coordonnées de ¥ dans la base B.
On appelle déterminant de la famille (7, 7') dans la base B le réel noté det(, o) défini par

detg(d, V) = ab/ — a'b.

\ J

Remarque 23. Si on reformule le théoréme 10,

U et ¥ sont colinéaires si, et seulement si dets(w, ') = 0.

2 Orthogonalité.

2.1 Produit scalaire et vecteurs orthogonaux

~—| Définition 24. \

Soient U = (x,y) et ¥ = («/,y') deux vecteurs de R2.
On appelle produit scalaire de W et ¥ le réel noté < &, ¥ > défini par

<U,V >=ax' +yy.

\. J

~| Définition 25. N

Soient U et U deux vecteurs de R2. On dit que ¥ et ¥ sont orthogonaux lorsque < U,V >=0.

Exemple 26.

— —
1. ¢ =(1,0) et j =(0,1) sont-ils orthogonaux ?

2. (—1,2) et (2,1) sont-ils orthogonaux ?

3. Pour quelle(s) valeur(s) de a réel les vecteurs (1, —1) et (2, «) sont-ils orthogonaux ?
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~— Théoréme 27. N

Soient 7, T et W trois vecteurs de R2. Soit A € R.
Le produit scalaire a les propriétés suivantes.

1. <%,0 >=0.

2. Symétrie : < 7,7 >=< 7, U >

3. Positivité : < W, >> 0.

4. Définition: < ¥, 7 >=0& 7 = 0.

5. Linéarité :
e < V+W,U>=<V, U>+<W, U >
o <UNT>=A<U,T >.

\ J

~— Théoréme 28. N

Soient @, ¥ deux vecteurs de R? non nuls.
Si U et ¥ sont orthogonaux alors ils ne sont pas colinéaires.

2.2 Droites du plan, bis.

~ Définition 29. N

Soit D une droite et @ un vecteur directeur de D.
On appelle vecteur normal a la droite D tout vecteur orthogonal au vecteur g

\. J

~ Théoréme 30. )

Soit A(x4,y4) un point de R? et soit W= (e, B) un vecteur non nul de R2.
Soit D la droite passant par A et de vecteur normal 77.

M(z,y) €D < AMA=T7
S arx+fy—axy—Laxg=0

On obtient une équation cartésienne de la droite D.

Exemple 31. Déterminer une équation cartésienne de la droite passant par A(—1,2) et de vecteur normal

7 = (1,3)

Exemple 32. Déterminer une équation cartésienne de la droite passant par A(0,2), et de vecteur directeur

T=(-12).

Exemple 33. Soit D la droite d’équation cartésienne x+2y+1 = 0. Déterminer une représentation paramétrique
de D.

Exemple 34. Déterminer une équation catésienne de la droite parallele & D : x4+ 2y+ 1 = 0, passant par (1,0).

S. Freyssinet BCPST 1.1 2025—2026



~ Théoréme 35. N

L’intersection de deux droites du plan est :
1. Soit une droite. Dans ce cas, on dit que ces deux droites sont confondues.
2. Soit un point. Dans ce cas, on dit que ces deux droites sont sécantes.

3. Soit 'ensemble vide. Dans ce cas, on dit que les deux droites sont paralleles distinctes.

Exemple 36. Déterminer 'intersection des droites D : 2z —y+1=0et D' : —x +y+3 =0.

~ Methode 1. N

Soit (a,b) € (R*)2. Soit D une droite d’équation cartésienne ax + by + ¢ = 0.

1. Les points (O, _TC) et (_—C,O) appartiennent a la droite D.
a

2. Le vecteur 7 = (a,b) est un vecteur normal & la droite D.

3. Le vecteur @ = (—b,a) est un vecteur directeur de la droite D.

2.3 Norme euclidienne
~| Définition 37. N
Soit W = (x,%) un vecteur de R2. On appelle norme euclidienne de U le réel :
17| = V<, @ > = Va? 1 2.

On dit que le vecteur % est unitaire lorsque || || = 1.

V31

Exemple 38. Déterminer les normes des vecteurs suivants : (3, —4), <7, 5), (1,4).

~ Théoréme 39. \

Soient U et ¥ deux vecteurs de R? et soit A € R. On a :

L ||| >0,

2. |2 =0 W =0.

3. |2 = A []72]],

4+ PP = TP +2< W, T > +|| V]

2.4 Cercles.
~—{ Définition 40. .

Soit A un point du plan P. Soit R € R%..
On appelle cercle de centre A et de rayon R I’ensemble des points dont la distance a C' vaut R.

C={MePtel que | AM|| = R}
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~ Théoréme 41. N

Soit A(x4,ya) un point du plan P. Soit R € R .
Soit C le cercle de centre A et de rayon R.

M(z,y) €C « ||AM]|? = R?
& (z—24)°+@y—ya)?=R?

On obtient une équation cartésienne du cercle C.

Exemple 42. Déterminer une équation cartésienne du cercle de centre A(1,2) et de rayon 4.
Exemple 43. Déterminer le centre et le rayon du cercle d’équation 22 4+ y? — 2z — y = 0.

~ Théoréme 44. N

Soient A(x4,ya) et B(xp,yp) deux points du plan P.
Soit C le cercle de diametre [AB].

M(z,y)€C < AM.BM =0
& (r—za)(w—2p)+(y—ya)ly—ys)=0

On retrouve une équation cartésienne du cercle C.

2.5 Norme et produit scalaire.

~ Théoréme 45. N

Soient @ et ¥ deux vecteurs de R2.

<@, T >=||@|.||3]]. cos (ﬂ) :

\ J

,—(Théoréme 46 (Théoréme de Pythagore).} |
Soient @ et ¥ deux vecteurs de R2.
@ et ¥ sont orthogonaux si, et seulement si, ||@ + 7|2 = ||@]* + ||7]]>.

,—(Théoréme 47 (Inégalité de Cauchy-Schwarz, Admis).} |

Soient U et ¥ deux vecteurs de R2.
L <. 7 ><|[¥|| x || 7]

2. On a égalité si, et seulement si, les vecteurs U et U sont colinéaires.
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2.6 Bases orthonormées
~{ Définition 48. N

On dit qu'une base de R? est une base orthonormée lorsque les vecteurs de cette base sont orthogo-
naux et unitaires.

1Y =0,
2] =1,
7] =1

2 V2 2 2
§7 £> et U = (\/7_, —\/7_) Montrer que (@, V') est une base orthonormée

Exemple 49. Soient U= ( 5

de R2.

Remarque 50. La base canonique est une base orthonormée de R2.

2.7 Projection orthogonale d’un point sur une droite

~| Définition 51. N

Soit @ un vecteur non nul de R2. Soit D une droite de vecteur directeur .
Soit M un point du plan P.
On appelle projeté orthogonal de M sur D 'unique point H du plan P tel que

D

H

Exemple 52. Soit D:z + 2y — 1 =0 et M(2,1). Déterminer le projeté orthogonal de M sur D.

2.8 Distance d’un point a une droite.

Définition 53.

Soit M un point du plan et D une droite du plan. Soit H le projeté orthogonal de M sur D.
On appelle distance de M a D la distance M H. On la note d(M,D).

r=1+4+2t

y— 341 LER

Exemple 54. Soit A(1,1). Soit D la droite dont une équation paramétrique est {

Déterminer la distance de A a D.

~— Théoréme 55. N

Soit A, B et C trois points du plan P. Soit H le projeté orthogonal de C' sur la droite (AB).

e = | 2
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