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Lycée Pierre-Gilles de Gennes 20252026
BCPST2 — Mathématiques

DS4- 3100

La présentation, la lisibilité, 'orthographe, la qualité de la rédaction, la clarté et la préci-
ston des raisonnements entreront pour une part importante dans [’appréciation des copies.
Les candidats sont invités a encadrer dans la mesure du possible les résultats de leurs
calculs.

Il ne doivent faire usage d’aucun document. L’utilisation de toute calculatrice et de
tout matériel électronique est interdite. Seule l'utilisation d’une regle graduée est
autorisée.

St au cours de 'épreuve, un candidat repére ce qui lui semble étre une erreur d’énoncé,
il la signalera sur sa copie et poursuivra sa composition en expliquant les initiatives qu’il
sera amené a prendre.

Exercice 1

1. Le rang étant invariant par opérations élémentaires sur les lignes on a :

2 -1 =2 2 -1 =2
re(A=rg [ |2 -1 —a|]=w|[0 0o -2 Ly« Ly — L
-1 1 3 -1 1 3
2 -1 -2
=1g 0 0 —2 L3<—2L3—|—L1
0 1 4
2 -1 -2
=1g 0 1 4 L3<—>L2
0 0 =2
=3.

2. On remarque que :

a+2b —b  —2b
20 a—b —4b | | (a,b) € R?

(b b a+3b

0 0 2b —b —-2b
a 0+ |20 —b —4b] | (a,b) € R?
0 a

0

0

1

E={M(a,b) | (a,b) € R?} =

—b b 3
0 2 -1 -2
1 +b| 2 -1 —4] |(a,b) €R?
0 -1 1 3

Ainsi E est un sous-espace vectoriel de M3(R).
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3. D’apreés la question précédente, la famille (I, A) est une famille génératrice de E.
Elle est constituée de deux vecteurs non colinéaires, c’est donc un famille libre. Ainsi
(I, A) est une base de E. Cela permet de dire que E est de dimension finie et que
sa dimension est égale a 2.

4. (a)

(b)

(c)

x
Soit | y | € M3z1(R). Alors :
z
2c — y — 2z = «x
X EF <— AX =<—= 20 — y — 4z = vy
- + y + 3z = z
x — y — 2z =0
— 20— 2y — 4z = 0
-z + y + 2z =0
—r—y—22=0
S r=y+2z
x Y+ 2z 1 2
= |y| = Y =yll]+=2{0
z z 0 1
1 2 1 2
Donc F=<y|1|+2[0] | (y,2) €R*} = Vect 11,10] |. En par-
0 1 0 1
ticulier, F' est un sous-espace vectoriel de M3, (R) donc c’est un espace vecto-
riel.
1 2
D’aprés la question précédente, 11,10 est une famille génératrice de
0 1
F. Comme elle est formée de deux vecteurs non colinéaires, elle est libre. Ainsi
1 2
B, = 11,10 est une base de F. Donc F' est de dimension finie et sa
0 1

dimension vaut 2.

D’aprés la question précédente, I’équation (A — I)X = 0 admet une infinité
de solution : le systéme n’est pas de Cramer. La matrice A — I n’est donc pas
inversible.
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5. (a)

(b)

x
Soit [y | € M31(R). Alors :
z
2c — y — 2z = 2x
XeG<—= AX=2X<= (¢ 2v — y — 4z = 2y
- + y + 3z = 2z
-y — 2z =0
<= 20 — 3y — 4z = 0
- + y + z =0
-r + y + 2z =0
< -y - 2z = 0 L1 < L3
20 — 3y — 4z = 0
-r + y + 2z =0
< -y — 2z = 0 L3<—L3—|—2L1
-y — 2z =0
{ r = y+=z
y = —2z
r = —z
y = —2z
x —1
= |y =22
Z 1
—1 -1
Donc G = <z|—-2]| |z€R} = Vect -2 . En particulier, G est
1 1
un sous-espace vectoriel de Mj3;(R) donc c’est un espace vectoriel. De plus,
-1
-2 est une famille génératrice de G formée d’un unique vecteur non
1
-1
nul. Ainsi By = —2 est une base de GG. Donc G est de dimension finie
1

et sa dimension vaut 1.
Soit X € FNG. Alors AX = X car X € Fet AX =2X car X € (. Donc

0 0
2X = X, clest-a-dire, X = [0 |. Ainsi: FNG C 0
0 0
0 0 0 0
Réciproquement, A [0 ] = [0 =20 ] donc [0 € FNG. Ainsi, on a
0 0 0

0
0

bien F NG = 0 .
0
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-1 1 2
(c) D’aprés les questions précédentes, on a B = —21,11|,10] ]. Mon-
1 0 1
trons que B est une famille libre.
Soit (A1, Az, A3) € R? tel que
-1 1 2 0
Ml =2+X|1]+Xx]0]=]{0
1 0 1 0
Alors
-1 1 2
)\1 —2 = —>\2 1 - )\3 0
1 0 1
Or le membre de droite de cette égalité appartient & G et le membre de gauche
-1
appartient a F. Par conséquent, \; | —2 | € FFNG. D’aprés la question pré-
1
cédente, on a donc :
—1 0
)\1 —2 = 0 d’ou )\1 =0.
1 0
Comme on a Ay = 0 et
-1 1 2 0
)\1 —2 —+ )\2 ]. —+ )\3 0 - 0
1 0 1 0
alors
1 2 0
M|I1]+X2[0] =10
0 1 0

Comme la famille B; est libre, cela entraine que A\ = A3 = 0. On a ainsi montré
que si (A1, Ag, A3) € R? est tel que

-1 1 2 0
/\1 —2 —+ )\2 ]. + )\3 0 - 0
1 0 1 0

alors A\ = Ay = A\3 = 0. Autrement dit, la famille B est libre et c¢’est donc une
base d’aprés ce qui a été dit ci-dessus. De plus, comme B est de cardinal 3 et
que dim(M;1(R)) = 3, alors c’est une base de M3 ;(R).

(d) On remarque que
1 —1 1 2

11=0-1-2]+1-11]+0-{0
0 1 0 1
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1
donc | 1] a pour coordonnées (0,1,0) dans la base B.
0

Comme B est une base, il existe un unique triplet (A, A2, A3) € R? tel que

-1 1 2
1 0 1

“A1 o+ A+ 20 =1

=3\ + X = -1
o —2M + A = 1 Ly« L1 —2Ls
1

Donc le vecteur 1 a pour coordonnées (2,5, —1) dans la base B.

1
1 -1 =2
(a) 11 suffit de montrer que P [ —2 3 4 | = I3 ce qui se vérifie par un simple
1 -1 -1
calcul.
(b) On trouve
200
P'AP=10 10
001

(a) Remarquons que M(a,b) = al 4+ bA. Par conséquent :

a+2b 0 0
P’lM(a, b)P = P’l(al+bA)P = P 'IP+bP AP = al+bD = 0 a+b O
0 0 a-+b

(b) Supposons que M a,b) est inversible. Alors

D(a,b) = P~"M(a,b)P

est inversible en tant que produit de matrices inversibles.
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Réciproquement, supposons que D(a, b) est inversible. Comme M (a,b) = PD(a,b)P™!
donc M (a,b) est inversible en tant que produit de matrices inversibles.
Finalement, M (a,b) est inversible si et seulement si D(a,b) l'est.

Or, D(a,b) est inversible si et seulement si a + 2b # 0 et a + b # 0. Donc,
M (a,b) est inversible si et seulement si a +2b # 0 et a + b # 0.

(c) On rappelle que M(a,b) = PD(a,b)P~. Donc

(M(a,b))> =1 <= (PD(a,b)P ")* =1
<= PD(a,b)P~'PD(a,b)P~" = I
<= PD(a,b)D(a, b)P t=1
<= P(D(a,b))*P ! =
<= (D(a,b))*P* P_1 (multiplication & gauche par P™!)
<= (D(a,b))* = P~'P (multiplication a droite par P)
<= (D(a,))* =

Or, (D(a,b))* = I si et seulement si (a 4 2b)*> = 1 et (a + b)* = 1. Donc

2 a + 2b — ]_ a + 2b — 1
(D(a,b)* =1 <:>{ o + b — 1 ou { “ + b o= —1
a + 2b = -1 a + 2b = -1
ol a + b = 1 ou a + b = -1

Probléme

Dans tout ce probléme, p un entier relatif et on note S, la série :

Sy = an.

n>1

Partie A : étude de la série 5,

1. On suppose dans cette question que p > 0.

— Sip =0 alors la suite (n”),cn est constante égale a 1.
— Si p > 0 alors la suite (n?),en diverge vers +o0.

Dans tous les cas, la série est grossierement divergente.

2. On suppose dans cette question que p < 0.
(a) On a:
1
— S, = — est divergente ;
1 ; n g

1
— S_o= Z 2 est convergente.

n>1
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(b) Soit p < —2 alors :
1
Vn Z 1, n? S -
n
Les séries S, et S_, étant a termes positifs et comme S_5 est convergente, on
en déduit par le théoréme de comparaison, que S, converge.

Partie B : Factorisation d’un polyn6éme

Dans cette partie, on se place dans l'espace vectoriel Ro[X] muni de sa base canonique
B=(1,X,X?.
On considére la famille F = (1,1 +2X,1 +3X + 3X?).

1 11
3. (a) La matrice de F dans la base canonique est M = [0 2 3| qui est déja
0 0 3
échelonnée.
Ainsi :

rg(F) =rg(M) = 3.

(b) Comme rg(F) = Car(F) alors F est libre.
Comme rg(F) dim(Ry[X]) alors F est génératrice de Ry[X].
Ainsi F est bien une base de Ry[X].
(c) En développant :
(1+X)?=1+2X + X?

donc ses coordonnées dans la base canonique sont (1,2, 1).
Soit (a,b,c) € R®. On a :

a+b+c =1
1+X)P=a-14b-(1+2X)+c- (1 +3X +3X?) =< 20+3c = 2
3¢ =1
a = 1/6
=< b = 1/2
c = 1/3
.y , 9 111
Ainsi les coordonnées de (1 + X))~ dans la base F sont 623"
4. On a
1 1 .,, 1.5 1 9 1
6X+§X +§X :EX(1—|—3X+2X):EX(X—l—l)(ZX—l—l).

Partie C : Calcul de I’équivalent d’une somme

Dans cette partie, on considére p € N* et pour tout n € N* on note S, ,, la somme partielle

de rang n de la série S, :
Snp = Y K.
k=1

5. Soit f :[0,1] — R une fonction continue strictement croissante et positive.
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(a)

(b)

(c)

(d)

La fonction f étant continue positive sur [0, 1] I'intégrale est bien définie et par

positivité :
1
/ f(t)dt > 0.
0

avec égalité si et seulement si f est nulle sur [0, 1]. Comme f est strictement
croissante elle n’est pas nulle donc :

/01 f(t)dt > 0.

Ainsi pour tout n € N*, [, = n/l f(t)dt est bien définie et strictement posi-
tive. ’
Soit n € N*. Pour tout k € [1,n], [
fsur [0,1] :

k-1 k
,—] C [0,1] donc par croissance de
n

Vxe{kgl,ﬂ, f(%)sf(m)éf@)-

-1
et © (k€ [1,n]) on
n

) fosonsa(t)

En sommant ensuite ces inégalité pour £k = 1,...,n, on obtient :

Soit n € N*. En intégrant I'inégalité ci-dessus entre
obtient :

Vk € [1,n], —f(

() <5 [ ()

n % 1
Or d’aprés la relation de Chasles E / flz)dz = / f(z)dz et en effectuant
k—1
k e O

= n
un changement d’indice dans le membre de gauche, on trouve bien :

i5 (3) < [rom <330 (7).

Soit n € N*. D’aprés la question précédente on a :

kgf(g) + (0) - £(1) sggif(%)

ce qui se réécrit :
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1
D’aprés la question 5.(a), / f(z)dz > 0 donc lim I, = +o0.
0

n—-+oo

1) — f(0
On en déduit que lir+n 1+ M = 1 et par le théoréme des gendarmes :
n—-+0o0 n
n k
lim Lim /) _ 1.
n—-+oo [n

Cela montre :
g k
Sr(5) st
k=1
6. Soit f : x — 2P qui est bien continue, positive et strictement croissante (car p € N¥).
D’aprés la question précédente, on a donc

Ny ! n
— ~ n [ 2Pdx =
0

— nP n—+oo p+1

Par compatibilité des équivalents avec le produit :

n 1 npt+1
Z K ~ n / 2Pdx = )
P n——+o0o 0 p +1

7. On considére la famille de polynémes (P;);jcp pt17 définie par :

Vie[l,p+1], Pj=(1+X) — X/

On note B = (1, X,..., X?) la base canonique de R,[X].
(a) Soit j € [1,p + 1]. Par la formule du binéme de Newton on a :

7 . 7—1 .
P=Y (;)X’C—Xﬂ’zxuz (‘;)X’“—Xj
k=0 k=0
—1 .
1),

k=0
La plus grand puissance de X apparaissant dans cette somme est 7 — 1 avec
comme coefficient ( J 1) = j # 0. Donc le degré de Pj est j — 1.
‘] —
(b) Soit j € [1,p+1].
D’aprés la question précédente, les coordonnées de P; dans B sont

AWE) J
0,...,0
<0>’(1)’ ’(j—l)’aﬂ’ ’
pt+1—j

—J

(c) La famille (P;) cpip+1 est constituée de polynomes non nuls de R,[X] de degré
deux & deux distincts donc c’est une famille libre de R, [X].
De plus elle est formée de p + 1 = dim(R,[X]) vecteurs. Donc c¢’est une base
de R,[X].
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(d) D’aprés la question 7(b)

111
0 2 3

00 3

000

1
o0 ()
p—1

0 p+1

Comme la famille (P;);cp p+1] st une base de R,[X] elle est de rang p+ 1 donc

A, aussi.

En particulier, A, € M,1(R) est de rang p + 1 donc inversible.

(e) La famille (P});cp pt1] est une base de R,[X]. En notant a, ..

., Qpy1 les coor-

données de (1 + X)? dans cette base on a :

(f) On a:

3

p+1

(1 + X)p = ZCLj.Pj.
7=1

p+1
= E a;n’  par télescopage
Jj=1

= Qp(n).

8. Dans cette question, on se place dans le cas p = 2.

(a) On remarque que la famille F de la partie B n’est autre que (P, P, P3).

Les réels a1, as, az sont donc les coordonnées de (14 X)? dans la base F calculées

en 3.(c).

(b) Le polynome Qs est alors celui de la question 4 :

1 1

1 1 1
Qe=-X+-X>+-X°= EX(l +3X +2X?) = 6X(X +1)(2X +1).

6 2 3

10
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Partie C :

D’aprés la question 7.(f) on a pour tout n € N* :

2 _ n(n+1)(2n+1)

calcul d’une probabilité

Dans cette partie, p € N*.
On considére un carré de c¢oté n € N* muni d’un quadrillage dans lequel les cases sont
grises ou blanches :

— les cases situées sur ou sous une diagonale du carré sont grises;

— les autres sont blanches.

La figure ci-dessous illustre le cas ot n =4 :

ly

Pour k € [1,n], on note ¢4 la k-éme ligne du carré.
On considére 'expérience aléatoire suivante :

— on choisit au hasard une ligne du carré de facon équiprobable,

— on choisit successivement et indépendamment p cases sur cette lignes de facon équi-
probable également.

Pour tout k € [1,n], on note Ly I’événement « les cases sont choisies sur la ligne 5 ».
On note également A, 1’événement « on a choisit au moins une case blanche ».

9. D’apres I'énoncé, les lignes sont choisies de maniére équiprobable donc pour tout

1

k € [1,n], déterminer P(Ly) = —

10. (a)
(b)

L’événement A, est I'événement « toutes les cases choisies sont grises ».
Soit k € [1,n]. La ligne ¢, contient k cases grises donc la probabilité, sachant

qu’on a choisit la ligne k, de choisir une case grise est —.
n

Par indépendance du choix des cases, on a donc

— k k kP
PLk(An):E X o+ X E:ﬁ
f"
pfois

Comme la famille (L) n] st un systéme complet d’événements alors d’aprés
la formule des probabilités totales :

1k» 1
ZIP’ Li)Pp (A,) = = S
k=1

11
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1

nptl

On en déduit : P(A,) =1 — Sh.p-

(c) D’aprés la question 6, on a :

. 1
nl—1>r—£loo npt1 Sn,p B p+ 1
donc {
lim P(A4,)=1- —— =2
n—+00 p+1 p+1

12



