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La présentation, la lisibilité, l'orthographe, la qualité de la rédaction, la clarté et la préci-

sion des raisonnements entreront pour une part importante dans l'appréciation des copies.

Les résultats, étapes importantes, . . .doivent être mis en valeurs.

Exercice 1 - Autour des séries exponentielles

Partie 1 - Un équivalent pour n!

Pour tout n ∈ N∗, on pose :

wn =
n!√
n

( e

n

)n

, vn = ln(wn) et un = vn+1 − vn.

1. Montrer que pour tout n ∈ N∗, un = −
(
n+

1

2

)
ln

(
n+ 1

n

)
+ 1.

2. (a) Donner le développement limité à l'ordre 3 en 0 de ln(1 + x).

(b) En déduire que un ∼
n→+∞

−1

12n2
.

(c) Étudier la nature de la série
∑
n≥1

un.

3. (a) Montrer que pour tout n ∈ N∗, vn+1 = 1 +
n∑

k=1

uk.

(b) En déduire que (vn)n∈N∗ converge et exprimer sa limite en fonction de
+∞∑
n=1

un.

Dans la suite, on notera ℓ cette limite.

4. (a) Justi�er que (wn)n∈N∗ converge et exprimer sa limite en fonction de ℓ.

(b) En déduire qu'il existe une constante C > 0 telle que

n! ∼
n→+∞

C
√
n
(n
e

)n

.

5. Montrer que pour tout x ∈ R, lim
n→+∞

xn

n!
= 0.

6. Faire une petite pause.

Partie 2 - Convergence des séries exponentielles

Soit x ∈ R.
7. Soit n ∈ N. On note fn la fonction dé�nie pour tout s ∈ R :

fn(s) =
n∑

k=0

sk

k!
+ es

∫ s

0

e−t

n!
tndt.
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(a) Montrer que fn est dérivable et calculer sa dérivée.

(b) En déduire que fn est solution d'une équation di�érentielle homogène puis
déterminer fn.

8. Déduire de la question précédente que : ∀n ∈ N,

∣∣∣∣∣ex −
n∑

k=0

xk

k!

∣∣∣∣∣ ≤ e|x|
(|x|)n+1

n!
.

9. En déduire que
∑
n≥0

xn

n!
converge et que sa limite est ex.

Partie 3 - La fonction Gamma

Pour tout réel x > 0, on dé�nit l'intégrale généralisée :

Γ(x) =

∫ +∞

0

tx−1e−tdt.

10. Soit x > 0.

(a) Montrer que

∫ 1

0

tx−1e−tdt converge.

Indication : on pourra commencer par justi�er que tx−1e−t ∼
t→0

tx−1.

(b) On admet qu'il existe une constante D > 0 telle que : ∀t ≥ 1, tx+1e−t ≤ D.

Montrer que

∫ +∞

1

tx−1e−tdt converge.

(c) En déduire que pour tout x > 0, l'intégrale

∫ +∞

0

tx−1e−tdt est convergente.

11. Encore une petite pause !

12. En e�ectuant une intégration par parties, montrer que : ∀x > 0,Γ(x+ 1) = xΓ(x).

13. (a) Calculer Γ(1).

(b) Déduire de 12 que : ∀n ∈ N, Γ(n+ 1) = n!.

14. En e�ectuant le changement de variable u =
√
2t, montrer que Γ

(
1

2

)
=

√
π.

Indication : on pourra utiliser sans le montrer que

∫ +∞

−∞
e−

x2

2 dx = 2

∫ +∞

0

e−
x2

2 dx.

Partie 3 - Les lois Gamma

Soit x > 0, λ > 0 et fx,λ la fonction dé�nie sur R par :

∀s ∈ R, fx,λ(s) =


sx−1

Γ(x)λx
e−

s
λ si s > 0

0 sinon
.

15. Montrer que fx,λ est une densité de probabilité.

Indication : on pourra utiliser les résultats de la partie précédente et faire un chan-

gement de variable.

On dira qu'une variable aléatoire X suit la loi Gamma de paramètres x et λ si X est à
densité et admet fx,,λ pour densité.
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16. (a) Reconnaître la loi Gamma de paramètres (x, λ) =

(
1,

1

λ

)
.

(b) Donner, sans calcul, son espérance et sa variance.

17. Une variable aléatoire X suivant la loi Gamma de paramètres x et λ possède-t-elle
une espérance ? Si oui, la calculer.

18. Même question pour la variance.

19. Soit n ∈ N∗et Fn : R → R dé�nie par :

∀x ∈ R, Fn(s) =

 1− e−s

n−1∑
k=0

sk

k!
si s > 0

0 sinon.

(a) Montrer que Fn est la fonction de répartition d'une variable aléatoire à densité.

(b) Soit Y une variable dont la fonction de répartition est Fn. Déterminer une
densité de Y .

(c) Quelle est la loi de Y ?

20. Soit Z un variable aléatoire de loi N (0, 1).

(a) Déterminer la fonction de répartition de Z2.

(b) En déduire que Z2 suit une loi Gamma de paramètres à déterminer.

Indication : on pourra de la question 14.
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