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La présentation, la lisibilité, 'orthographe, la qualité de la rédaction, la clarté et la préci-
ston des raisonnements entreront pour une part importante dans [’appréciation des copies.
Les candidats sont invités a encadrer dans la mesure du possible les résultats de leurs
calculs.

Il ne doivent faire usage d’aucun document. L’utilisation de toute calculatrice et de
tout matériel électronique est interdite. Seule l'utilisation d’une regle graduée est
autorisée.

St au cours de 'épreuve, un candidat repére ce qui lui semble étre une erreur d’énoncé,
il la signalera sur sa copie et poursuivra sa composition en expliquant les initiatives qu’il
sera amené a prendre.

Exercice 1

Partie 1 — Une intégrale

Soient a et b deux entiers naturels. On définit :
1
fap + w21 —2) et I, = / fap(z)dz.
0

Remarquons que f,; est continue sur [0, 1] donc les intégrales de ce paragraphe ne sont
pas généralisées !

1. Soit n € N. On a

Ion = /01(1 — a)dr = {_ (1- x)”“} S|

n+1 |, n+l

2. Soit (a,b) € N? tel que a # 0.
(1 _ .Clj)b_H

b1 sont de classe C' sur [0, 1] donc par

Les fonctions z — 2% et © — —

intégration par parties, on a :

1 a(] — )+t 1 a=1(1 _ o)b+1
]ab:/ (1 — e = | A= _/ A
’ b+ 1 0 0 b+ 1

0
a 1
:O a—1 1— b+1d
+—b+1/0x (1 —x)""dz
a

=—J,_ .
b1 1,b+1

alb!

3. Pour tout a € N, on note P(a) la proposition « Vb € N, I, = m »
a !

— Initialisation : P(0) est vraie d’aprés la premiére question.
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— Heérédité : soit a € N et supposons P(a) vraie.
Soit b € N. On a :

a-+1

b+1

_a+1  al(b+1)

S b+ 1l(atb+141)

(a+1)!0!

C(a+1+b+1)0
(a+1)!0!

a+1+b+1)"

at+lb = I.p+1  (question précédente)

(HR)

Ainsi: Vb e N, I = (

Donc P(a + 1) est vraie.
— Conclusion : d’apreés le principe de récurrence, on a montré :

alb!
VQGN, VbGN, ]a’b:<a—|—b——|—1)|'

Partie 2 — Loi Béta et statistique d’ordre
Soit (a,b) € N? et g, définie sur R par :

a (a+b+1)! :
Ve €R,  gup(r) = Mﬁw(mm (z) = { Tfa,b(x) si z € 0,1]

1p! .
ald! 0 sinon

4. Comme f,; est continue et positive sur [0, 1], il est clair que g, est positive sur R

et continue sur R\{0, 1}.
+oo

L’intégrale / gap(x)dz est généralisée en —oo, 0, 1 et +oo0.

—0o0

0 +o00
— Les intégrales / Gap(x)dz €t / gap(x)dz convergent et valent 0 car g,
- 1

est nulle sur | — 0o, 0[ et |1, +00].
1

— L’intégrale gap(x)dz n’est pas généralisée et vaut 1 d’aprés la partie préceé-
dente.

—+o00
Ainsi / gap(x)dz est convergente et vaut 1.

oo
Donc g, est une densité de probabilité.

5. Le support de Y est inclus dans [0, 1] done, par le théoréme de transfert, Y posséde
1

une espérance si et seulement si / Tgap()dx est absolument convergente.
0
1
Ia b

)

Sur [0,1],  — 2g.p(z) =

fat+1(z) est positive et, d’aprés la partie précédente,

1
/ Zgap(r)dx converge donc absolument.
0

Ainsi Y posséde bien une espérance et :

1
]a 1,b a+1
E(Y) :/0 gap(v)de = I+b Tatbt2
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On fixe un entier naturel n > 0 et on considére n variables aléatoires X, ..., X,, indépen-
dantes qui suivent toutes une loi uniforme sur le segment [0, 1].

Pour tout entier k£ € [1,n], on note X la k-iéme plus petite valeur parmi les variables
aléatoires X, ..., X,.

On a donc, en particulier, X3y = min(Xy,..., X;) et X4,y = max(Xy,..., X,).

6. Cours.

7. — Soit F{y la fonction de répartition de X(;). Pour tout z € R on a :

Foy(r) = P(min(Xy,..., X,) <2) =1 —P(min(X,,..., X,) > )

I
—_
|
=~
V
B,
=
=
[N
o
T
]
=
[aN
o
=
o
N

=1
0 siz <0
=¢ 1-(1—2)" sixzel0,1]
1 six>1

— Soit F{,,) la fonction de répartition de X(,). Pour tout x € R on a :

Fry(z) = P(max (X, ..., X,) <) =P(NL, [X; < )

= H]P’([Xi < z]) (indépendance)

0 siz<O0
=< z" siz€l0,1]

1 six>1

On admet que, comme X,y > 0 presque surement, la variable Z = —In(X(,)) est bien
définie.

8. Soit z € R. On a
Fz(z) = P(—In(X() < 2) = P(n(X@w) = —2).
Or exp est la bijection réciproque de In et est strictement croissante sur R donc :
Fy(2) = P(In(X() 2 —2) = P(Xn) 2 ™) =1 = P(Xm) <e™).

Attention : ici on n’a pas le droit de dire P(X(,) < e™) = Fx,, () car on n’a pas
prouvé que X, est a densité.
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En raisonnant comme & la question précédente, on a :

P(X@p) <e™) P(X; <e™)

|

s
Il
—

|
=

P(X; <e™™) carles X; sont a densité

—

0 sie™® <0
e " sie ™ e0,1]

1 sie®>1
e™ stz >0

1 siz<0

I

Finalement on obtient :
e™ six >0 1—e™ sizx>0
F =1- . = .
Z<x) { 1 siz <0 { 0 sixz <0
On reconnait une loi géométrique de parameétre n.
9. Soit z € R.

(a) L’événement [X(;) < x| est réalisé si et seulement si au moins £ variables parmi
Xq,..., X, prennent une valeur inférieure ou égale a x.

(b) Pour tout j € [k, n], on note A; I’événement « exactement j variables parmi
Xq,..., X, prennent une valeur inférieure ou égale a = ».

Le point (a) ce traduit alors par : [X ;) < o] = U A;.
j=k

Alors : P(Xy < ) = Z]P’(Aj).
=k

(c) Soit j € [k,n]. On va déterminer P(A;).
On note P; 'ensemble des parties de [1,n] & j éléments; son cardinal est alors

()

Pour tout I € P;, on note A; = (Mier[X; < @) N (Niepapa[Xi > 2]).

Alors
./4]' = U A[

IeP;
et comme les événements (Aj);ep, sont deux a deux disjoints :
P(A;) = ) P(Ar).
1€P;

Or par indépendance des variables, pour tout I € P; :

P(A;) = P((Nier[Xi < 2]) N (Miepapa[Xi > 2])) = [[ P(XG < 2) [] P(XG > 2)

il i¢l
=[[r@ [0 - F@)
icl i¢I

= F(z) (1 — F(z))".
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Ainsi :

1eP; IeP;
=F(z))(1-F(z))"7 Y 1
IeP;
= (1)F@ra- Far

(d) Avec (b) et (c) on obtient :

3
3

POt <) = 3 P(A) = 3 (1) Py - Fr,

=k =k

10. Avec la question précédente et comme F est la fonction de répartition d’une variable
de loi U([0,1]) on a :

0 siz <0
Fx,, (@) = Z (?) (1 —2)"7 sixel0,1]
” 1 siz > 1.
En particulier, Fiy,, est polynomiale sur | — 00,0[, ]0,1[ et |1, +oo[ donc de classe

C' sur R\{0,1}.
Elle est donc aussi continue sur R\{0, 1}.

De plus :
lim FX(;C)CC) = lim FX(k)<x) =0= FX(k)(O)

z—0~ z—0t
et
lim FX(k)(x) = lim FX(k)(x) =1= FX(k)(l)

z—1— r—1+
donc FX(k) est aussi continue en 0 et en 1.

Ainsi F,  est continue sur R et de classe C" sur R\{0, 1} donc Xz est a densité.
Pour tout z € \{0,1}, on a :

Xk Y =k

0 sinon .

et donc la fonction fj définie sur R par :

n

Ve eR, fi(z)= Z

j=k

(?) (jad Y (1 — )" — (n — §)ad (1 — 2)" 7YY size[0,1]
0 sinon .

est une densité de Xz).
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11. (a) Soit x €]0,1[. En reprenant la formule trouvée a la question précédente on a :

n

Pl @ =3 (1) 677007 = (0= gy = 2y
() )J:cf ey =3 (M) - et -y

(n>/mk Y )" k—i— (n>jl‘] Y1 — )"
b S M

—Z< ) n—j)ad(l—a) 7!

en extrayant le premier terme de la premiére somme et le dernier (qui est nul)
de la seconde.

On effectue en suite le changement de variable ¢« = j+1 dans la seconde somme :

M 3
MH

( > n— )i (1 — 2yt = Zn: (ifl>(n—i+1)xj(1—x)”i.

i=k+1

On obtient donc :

Fy, (z) = <k)k;’“ z) k¢ Z <)ng Y1 — )"

j=k+1

B Zn: (l ﬁ 1) (n—i+1)2i(1— )"

1=k+1

k(k) Y1 —a) ’“+J;1< () n—j+1)(jﬁl>)xﬂ'1(1—g;)"j.

(b) Soit j € [1,7].

o n— j—l—l n'
n—j+1(—1)Yn—j)
) n!
=Mn-Jj+1)~

:(n—j-l—l)(jﬁl).

(c) Ainsi, pour tout x €]0, 1[, on a par les deux questions précédentes :

’ n — n—
Fo ) = ()20 = 0 = sl
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En particulier, la densité de X() trouvée a la question 10 est exactement
k—1n—k-
Ainsi X suit la loi Béta de parameétres (k — 1,n — k) et d’aprés la question
5, elle posséde une espérance qui vaut :

k

WXm)=n+1

Exercice 2

Soit J une matrice non nulle de My(R). On définit alors I'application f sur My(R) par :
VM € Ms(R), f(M)= M+ Tr(M)J.
1. (a) Soit (M, N) € My(R)? et soit A € R.

/ /
Alors en notant M = (Z Z) et N = (Z, Z,) on a :

a+Xa b+ N

Tr(M + AN) _Tr(<c+)\c’ d+ A

)>_a+Ad+d+AJ
=a+b+ Ad +d)
= Tr(M) + ATr(N).

Ainsi I'application Tr est linéaire.

(b) Soit M = <Z Z) une matrice. Alors :

M e ker(Tr) <= a+d=0
= a=—d

(T DY gL OY (0 1), (00
c d) ="\ o 1 00/ \10)
o . -1 0 01 0 0 . . .
Ainsi la famille (( 0 1),(0 0),(1 O)) est une famille génératrice de
ker(Tr).
Soit (d, b, c) € R? alors :
a1 O (0 1), (0 OY (0 0) _ (~d by _ (00
0 1 00)"\1 0/ \o o0 ¢ d)=\0 o0
= d=b=c=0.
o . -1 0 01 00 -
Ainsi la famille ((O 1>’<O O>’(1 0)) est aussi libre;
C’est donc une base du noyau et on a bien dim(ker(Tr)) = 3.

2. Soit (M, N) € My(R)? et soit A € R.

f(M+AN) =M+ AN+ Tr(M+ AN)J
=M+ AN + (Te(M) + NTr(N))J d’aprés 1
=M+ Tr(M)J + AN + Tr(N)J)
= [(M) + Af(N).
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Ainsi f est une application linéaire définie sur Ms(R) et a valeurs dans My (R).
C’est donc un endomorphisme de Ms(R).

3. Soit M € My(R). On a :

Meb <= f(M)=M<<< M+Te(M)J=M
< Tr(M)J = 04
< Tr(M)=0 car J # 04
<= M € ker(Tr).

Ainsi E; = ker(Tr) est un sous-espace vectoriel de Ms(R).

. 10\ /0 1\ [0 0 o
De plus, la famille (( 0 1) , (O 0) , (1 0)) en est une base d’aprés 1.(b).

4. Ona: f(J)=1+Tr(J))J.
5. On considére dans cette question le cas ot Tr(J) # 0.
(a) Soit ()\1, /\27 /\37 )\4) € R4)

LYl ) o
o153 ()
= (3 ) () (0 3) -

= M =0 car Tr(J) #

Puis, comme la famille ( (1)) ( ) (
-1 0 0 1
)\1(0 1>+)\2(0 O)—F)\g( )—i—)\

— M\ =0 et )\1( )‘i‘)\g

)) est libre on obtient :

:/\420 et /\1—/\2—/\3—0.

. . -1 0 0 1 00 e
Ainsi la famille (( 0 1) : (0 O) : (1 0) ,J) est une famille libre de M5 (R).

De plus elle contient 4 éléments et la dimension de My(R) est 4. Donc c’est

CED-GY -6
)

f (( ) ) = L+ TR

-1 0 0 1 0 0
Donc dans la base ((0 1),(0 0),<1 0),]).

1
0 0
10
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-1 0

o f >) a pour coordonnées (1,0,0,0);

(%
01 )
o f ((0 0)) a pour coordonnées (0,1,0,0);
0 0 ,
o f | o) ) apour coordonnées (0,0,1,0);

e f(J) a pour coordonnées (0,0,0,1+ Tr(J)).
. -1 0 01 0 0
La matrice de f dans la base (( 0 1) , (O 0) , (1 0) ,J) est donc :

SO O
o O = O

(c) L’application linéaire f est bijective si et seulement si B est inversible.

Or B est une matrice diagonale donc elle est inversible si et seulement si ses
coefficients diagonaux sont tous non nuls.

Donc finalement, f est bijective si et seulement si Tr(J) # —1.
6. On considére désormais le cas on Tr(J) = 0. Soit M € ker(f).

(a) Par définition du noyau on a :
f(M)=M+Tr(M)J =0y Ccest-a-dire M = —Tr(M)J.
En appliquant la fonction trace qui est linéaire on déduit de cette égalité :
Te(M) = Tr(—=Te(M)J) = =Te(M)Tr(J) = 0.

(b) Donc M = —Tr(M)J et Tr(M) = 0. Par conséquent M est la matrice nulle.
(c) La question précédente montre que ker(f) = {02} c’est-a-dire que f est injec-
tive.

Or f est un endomorphisme d’un espace vectoriel de dimension finie donc
d’aprés une conséquence du théoréme du rang, cela entraine qu’il est bijectif.

. . . . 2
7. Dans cette question uniquement, on considére le cas ot J = (? 0).

(a) On a:

Ainsi :
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(b) On a bien :

(A—1)* =

O =N O
o O OO
o O OO
O =N O

(c) On sait que :
A? =24+ I, = (A—1,)* =0,

donc
A2l — A) = 1.
1 00
. . . 210
Ainsi A est inversible et A7 =2, — A = 10 1
0 00

10



