Sujets type ESSEC - HEC Sujet n"4 (HEC - 2010) Corrigé

Partie I. Loi exponentielle

1.

a. La densité d’une loi € (1) est f (z) = e * sur RT et 0 sur R~ donc

+oo
Conclusion : / e tdt =1
0

On peut le démontrer par récurrence (mais cela est plutot 'objet de la question suivante)
Astuce : t"e"! = t"e 2e7? avec t"e T = t"/e!/? — 0 quand t — +o0 (1" =0 (et/Q) )
donc t"e ™" = o (e_t/Q)

+00
Or / e *2dt converge, donc par majoration de fonctions positives,
0

+oo
Conclusion : / t"e~'dt converge également
0

+oo +0oo
On pose alors Iy = / e tdt et,.pour tout n de N* [, = / t"e tdt.
0 0

M
b. Soit M > 0 alors / e tdt = - - -
0
Soient u (t) =t":u/ (t) =nt" et v (t) =e v (t) = —e " avec u et v C' sur R

M u M M
/ e tdt = [—t"e_t}o — / —nt" leTtdt = —M"e ™M + n/ " letdt
0 0 0

— nl,_1 quand M — 400

Conclusion : | Pour tout n € N*: I, = nl,,_;

Et comme de plus Iy = 1, on reconnait alors la suite factorielle

Conclusion : | pour tout n € N: I,, = n!

Soit A un réel strictement positif. Soit X; et X, deux variables indépendantes de méme loi exponen-

tielle de parametre A (d’espérance 1/)).
on pose : Y = X; — Xo, T'=max (X1, Xy) et Z =min (X, X5).

. Sin2X2&10TSY:X1—X27T:X1€tZ:XQdOIlC ‘Xl—XQ‘:Xl—XQ

et dOnCT+Z:X1+X2 etT—Z:\Xl—X2|:\Y\
Et de méme si X1 <X2 ou ‘Xl —XQ‘ :XQ—Xl

) 0 siz <0
a. Comme X; < e(MN)onaV (X;)=1/Aet P([X; <2z]) =

1—e™ siz>0
b. On a donc E(Xl —|—X2) = E(Xl) + E(Xl) = 2/)\
et V(X + Xy) =V (X)) +V (Xy) =2/)\* par indépendance.
et de méme, E(Y)=FE(X; —X,)=0et V(Y) =V (X1) + (—1)°V (X2) = 2/A2.

. Fy est la fonction de répartition de Z.

Pour tout z € R, (Z < 2z) = (min (X7, X3) < 2) n’est pas simple a traduire.
(Z > z) = (min (X1, Xs) > z) = (X7 > 2N Xy > 2) indépendants donc
Fz(2)=P(Z<2)=1-P(min (X, Xs) >2)=1-P(X; < 2)P (X, < 2) par indépendance



5.

1-— (6_)‘2)2 siz>=0

donc Fy (2) =
0 stz <0
et comme 1 — (e_)‘z)2 =1 — e * on reconnait la fonction de répartition de & (2))
1 1
lusion :| Z 2N, BF(Z)=—e V(Z —
Conclusion —e(2)\), E(Z) = T V(Z) = e

a. (T'<t)= (max (X, Xs) <t)=(X; <tN X, <t)indépendants donc

Fr(t) =P (X; <t)P (X, <t) par indépendance
(1—e™)? sit>0

0 siz<0

La fonction Fr est continue sur |—oo, 0 (fonction nulle) et sur [0, +00]
En 0" : Fr(t) =0 — 0= Fr(0) donc Fr est continue sur R et C' sur R* donc T est a
20 e M (1—e™) sit>0
densité et une densité de T est fr (t) =
0 siz<0

. Ona

M M
/ tfr(t)dt = / t2xe M (1—e ™) at
0 0

M M
= (2 / the Mdt — / t2>\emdt>
0 0

2 3
- M
X 2%~ ax quand M — 400

+o0o
/ the Mdt = 1/\ (espérance de € (\))
0

3
Conclusion :| T a une espérance et E (T) = o\

Et pour l'espérance de T2 :

2
Si X < e()) alors V (X) = ﬁ done E (X?) =V (X)+ E(X)* = "

M M
/ 2 fr(t)dt = / 2xe ™M (1—e M) dt
0 0

M M
= (2 / 2 e Mdt — / t22)\ewdt)
0 0

4 2 7
—>§—4—)\2:2)\2 quand M — +oo

7
Donc T? a une espérance et £ (T 2) =5 donc T a une variance et

7 9 5
Conclusion :| V (T) = D" D2

N.B. cela permet de valider la loi de T’




Ou bien, en suivant le conseil donné, avec le changement de variable x = At ou plus
simplement t = z/\
dt =dt/X et t =0 pour x =0 et t = M pour x = A\M

M AM
/ the Mdt :/ —e dx
0 0o A
1

1 [t 1
— = “fdr = -1 = <
)\/0 re “ax D\

6. Ona X; + Xy =Z+T et comme V (X; + Xy) =V (X;) + V (X») par indépendance, et que
V(Z+T)=V(Z)+V(T)+2cov(Z,T) alors

cov (2,T) = 5[V (Z+T) =V (2) =V (D) = 5 V(X)) + V (Xo) =V (2) V(T

| —

12 1 51 1
22 402 402 42
et donc, le coefficient de corrélation linéaire est :

1
_ ew(zT) @ _ 1
vvm 15 V5
4)N2 4)\2

7. a. Comme Y = X; — Xy alors Y () =R et [Y](Q) =R*.
b. Pour tout r € R :

M osiz <0

1 siz>0

Cette fonction est continue sur |—oo, 0let 0, +oo[ et en 07 : F_x, (x) =1 — 1 = F(0) et
elle est C* sur R*
AeM sz <0

Donc — X3 est bien a densité et une densité est f_x, () =
0 siz>0

] A gt >y
c. Siy=20onafx, (y—t) = donc, pour t >y :
0 sit<y

Ix, () fox, (y — 1) = A VD N
— A2 2N

donc

M M
/ le (t) f*XQ (y - t) dt = )\26)‘?4 / €*2Atdt
! Yy

— )\26)\31 1 [6—2)\M _ 6—2)\y:|

-2\

A
— 56”\9 quand — 400

—+00

A A
fx, (t) f-x, (y — t) dt converge et vaut 56_ = Ze Ml

Donc, pour y > 0 : / Ay



AT gt >y
Poury <0: fox,(y—1t) =

0 sit<y
MMM Gt >0
done fx, (£) fx, (y — 1) et
0 sit<0
+o0

+oo 1A A
fx, () fox, (y—t)dt = )\26)‘3// e Mt = N2eN — = Ze = Ze
; ; oA 2 2
+o0

A
et donc fx, (t) f-x, (y — t) dt converge et vaut 56’)‘“/'

+o00
Conclusion :| pour tout réel y, 'intégrale fx, (t) f-x, (y — t) dt est convergente
oo

A
et vaut 567’\‘3/'

A
d. Soit f (y) = 567’\‘3/' pour tout y réel.

f est positive et continue sur R.

ToN 1 [ree 1
Zem Ml gy = = e Ny = =
/0 ¢ W 2/0 ©WT3

0 1 —+oco
(par densité de € (1) ) et comme f est paire, / fy)dy = 3 et / fy)dy=1

(e 9]

A
Conclusion : | y — 56’)‘“" est une densité de probabilité : celle de Y

e. On détermine la fonction de répartition Fjy, :
Pour tout y < 0: P (]Y| <y) =0 (événement impossible)
et poury 2 0: P(|Y|<y)=P(-y <Y <y)=Fy (y) - Fy (—y) car —y <.
Comme Y est & densité, Fy est continue et C'sur R (car fy est continue sur R), alors Fy
est continue sur |—oo, 0[ et sur [0, +o00|
De plus Fly|(0) = Fy (0) — Fy (0) = 0 et pour y < 0 : Fiy|(y) = 0 — 0 = Fjy;(0) donc
Fjy| est continue sur R
Donc Y| est bien a densité et une densité est

0 siy <0
fvi(y) = Fiy (y) =

fr () + fy (—y) = %6_/\3" + %G_M_m =X N siy>0

Conclusion : | |Y| < e ()

Partie 1I. Loi géométrique

Soit p un réel de |0,1] et ¢ = 1 — p. Soit X; et X5 deux variables indépendantes de méme loi
géométrique de parametre p (d’espérance 1/p).
on pose : Y = X; — Xy, T'=max (X, Xy) et Z =min (X;, X5). On rappelle que T+ Z = X; + X5

1. a. OnaV(X;) = % et de [X| > k] =< échec jusqu’au k™ sdonc P [X; > k] = ¢~ et
p
P([X1<k]) =1—¢", pour tout k de X, ().
2 2
b. E(X;+ Xs) =E(X)+E (X)) =, V(X1 +Xo) =V (X1)+V (Xy) = —g par indépendance,
D p



B (X1 - Xa) = 0, V (X, — X5) = V(X)) + (—1)V (X3) =

2
+o0
c. (X1=Xy)= U (X7 =1iN Xy =) et par incompatibilité

=1
—+00

“+00
P(X, =X,) = ZP (Xi=iNXy=1)= Z (qi_lp)2 par indépendance.
i=1 i=1
+oo

PX; = X,] = Z (¢ 'p)*
_ pQZ (qg)i—l

P P’

1—¢® (1—¢q)(1+9)

Conclusion : | P (X, = Xy) = %
q

2. a. Pouri € N: [min (X1, X5) >i] = [X; >N Xy > i] et
P(Z >i) =P (X; >i)P (X, > i) par indépendance
= ¢* (méme pour i =0 )
Et comme [Z >i— 1] =[Z >i] = [Z =i N [Z > i] ,par incompatibilité :
P(Z=i)=P(Z>i1—-1)—-P(Z >1)
=2 —¢¥pori—1>0
= q2(i_1) (1 — q2) pour 7 > 1

Et comme Z (§2) = N* on a bien

Conclusion :| Z < G (1—¢*) dou E(Z) = = i et V(2) =
q
2 1 142
dott E(T) =B (X, +Xo— Z) = - — _ 1t2a
p p(l+q pl+g)
b. [Z = k] U [T = k] signifie que le plus petit ou le plus grand de X; et de X, est égal a k.
Comme 'un est le plus petit et 'autre le plus grand, cela signifie que I'un ou 'autre est
égal a k.

Conclusion :| [Z =k|U[T =k| =[X; = k| U[Xy = k]

(1—¢2)°

et comme
V+P(T=k)—P(T=kNZ=k)
J+P(T =k —-P(Xi=kNnXy=k)
et que
PXi=kUXo=k)=P(X1=k)+P(Xo=k)—P(X1=kNXy=k)
=2P(X;=k)—-P(Xi=kNXy, =k)
car X; et X5 on la méme loi,

Conclusion : | P(T' =k)=2P (X, =k)—P(Z =k)




+oo
c. Onaalors, E (T7) = Z k* (2P (X1 = k) — P(Z = k)) si la série converge.
k=1

+oo +oo
Or Z P (X, = k) et Z k*P (Z = k) convergent car X; et Z ont une variance, alors
k=1 k=1

E(T?) = iok?zp (X, =k)— iok?P(Z =k)

=2F (X}) — E (2%
=2 [V (X)) +E(X1)] - [V (2)+ E(2)*]

q 1 q° 1
ZQL?JFE}_{(1—q2)2+(1—q2)2}
_dtl Al

P pr(l+q)°
2(1+¢)°(q+1) — -1

p? (1 +¢q)°
_2¢°+5¢* +6¢+1
P+’

et donc

V(T)=E(T%) — E(T)
C2¢°+5¢° +6g+1 14+2¢ \?
 p2(1+9)° _<p(1+q))
20 +5¢° +6q+1—1—4q—4q°
B p* (1+¢q)°
_2q3+q2+2q
(149
q(2¢° +q+2)

(1-¢%)°

3. a. max (X, Xy) > min (X, Xy) donc T'— Z > 0 et toutes les valeurs entieres sont possibles.

Conclusion : | (T — Z)(Q) =N

Ona[Z=j]N[Z=T]=[X1=j]N[Xs=j] et pour tout j de N*

Conclusion:| P(Z =jNZ =T) =P (X, =j)P(Xy =) = ¢* ?p* (par indépendance)

b. Si (j,¢) de (N*)* alors £ > 0 et [Z = jIN[T — Z ={] = [Z = j|N[T = £ + j] avec L+j # j
donc

(Z=jINT=l+j]l=(X1=jNXo=L+j)U(Xy=jNX;=(+])
et par U d’incompatible et N d’indépendants,

P(Z=jNT—-Z=0)=P(X1=j)P(Xo="0+j)+P(Xo=j)P (X =(+))

_ 2qj—1pq£+j—1 — 2p2q2j+€—2




c. Si k=0 alors

+o00o
(Xl—ng(J):U(Xl:ZﬂXQ:Z) donc

=1

P(XI—XQ:0):+§P(X1:i)P(X2:i)

+oo
= ZqZ(i_l)p2 avec j =1 — 1
i=1
+oc0 ‘
=P ¢7et |l <1
j=0
_p b pq"!
1—-¢> 1+¢

Si k> 0 alors

(X1 —Xo=k)=(X1=Xa+k)
+o0
:U(X1:i+kﬂX2:z') donc

i=1

+oo
P(Xi—Xo=k)=) P(X;=i+k)P(Xy=1i) aveci+k>1
i=1
_ Zqz-l—k—lpqz—lp
i=1

+oo

= qkp2 Z qZ(i_l) avec j =1 — 1
i=1

S S i S
1—¢> 1+4+q 1+4¢q

K|

et sik <O0:

(X1 —Xo=k)=(Xo=X1—k)
+o0
:U(Xlzi—kﬂXQ:z’) donc

i=1

+o0
P(X)—Xo=k)=) P(X;=i—k)P(Xy=1) aveci—k>1
=1

+m . .
_ Z qz—k—lpqz—lp
=1

_a*p _ pg"
1+q 1+4g¢
. pgl¥!
Conclusion : | pour tout k € Z: P ([X; — X2 =k]) = T
q

d. On a ‘Xl —X2‘<Q) =N



P
1+4¢q
et pour k> 0: (| X7 — Xo| = k) = (X1 — Xo = k) U (X — Xy = —k) incompatibles et

(|X1 - X2| = 0) = (Xl - X2 = 0) donc P (|X1 - X2| = 0) =

k
Conclusion : P(\Xl—Xz\:k):2pq sik>0
l+gq
p
P(IX) — Xo| =0) = 2
(X1 = Xa| = 0) = 72

.OnavuqueT — 7 =|X; — Xy
Pour tout (j,¢) € [N*]*:

P(Z=jNT—Z=1{()=2p*¢* 2 et d’autre part
P(Z={)P(T—Z=10)=P(Z=5)P (X1 - Xs| = 0)

¢
2(j—1) (1 _ q2) 21]2(.: ;

=2¢7¢ 7 (1+q)(1—q)

=P(Z=jNT—-2Z=1)

=q

pq"
14+¢

et pour j € N*:

P(Z=jiNT—~Z=0)=q¢” ?p* et d’autre part
P(Z=j))P(T—-Z=0)=P(Z=3j)P(X;— X3 =0)
— 20D (1 — g2) P
U=a) T
P(Z=jNT—27=0)

Conclusion :| Z et T — Z sont indépendantes.

. Comme Z et T'— Z sont indépendantes, leur covariance est nulle.
Et comme cov (Z,T — Z) = cov (Z,T) —cov (Z,Z) = cov (Z,T)+V (Z) alors

Conclusion :| cov(Z,T)= -V (Z)#0

et T et Z ne sont pas indépendantes.

On pouvait le dire plus rapidement en remarquant que 7" > Z donc, par exemple (T'=1N7Z = 2) =
) alors que P(T=1)P(Z=2)#0

. Ona

q
(1-¢»® q
92¢*+q+2) 2¢° +q+2

(1-4?)

. Pour (i,7) € N*
~Sii>jalors (Z=iNT=j)=0donc P(Z=iNT =3)=0 |
~Sii=jalors (Z=iNT=4)=(X1=iNXy=i)et P(Z=iNT =1i) = ¢ ?p?



—Sii<jalors (Z=1NT=j)=(X; =iN Xy =7U(X; =jN X, =1) (incompatibilité,
puis indépendance)
P(Z=iNT =j)=2¢"7"?p’

Py (T'=Fk)=0s1j>kcar Z>T est impossible.

Sij = k alors

P(Z=;,NnT=j)
P(Z =j)
B q2(]71)p2
~ (- )
1—¢> 1+4¢q

Pzj (T =j)=

Sijg<k
P(Z=jNT=k)
P(Z =j)
2q2(j+k—2)p2
¢*U=D (1 - ¢)
2q2kp
1 +q

Pyoy (T =k) =

On suppose qu’il existe une variable aléatoire D; a valeur dans N*, dont la loi de probabilité
est la loi conditionnelle de 7" sachant I’évenement [Z = j].

0 sik <y

p . .
On a donc P (D; =k) = 1+ ¢ sik=j

2q2kp
1+¢q
et donc (sous réserve de convergence)

+o0
=> kP(D; =
k=j

sik >

1+q
P 2pg¥ XX
h+
1+4+4¢q 1—|—qu:0< J)
p +2pq' ¢ 1
I+q 14+q|l1—¢)? 1-¢

Qui converge bien, donc D; a une espérance et

p +2pq2j 1
I+q 1+4q(1—¢)?

Conclusion :| E (D;) =j




Partie III. Convergences

Dans les questions 1 a 4, A désigne un parametre réel strictement positif, inconnu.
pour n élément de N*, on considere un néchantillon (X7, Xo, ..., X,,) de variables aléatoires a valeurs
strictement positives, indépendantes, de méme loi exponentielle de parametre \.

On pose pour tout n de N* : S, = ZXk et J, = \S,.
k=1
1. Ona E(S,) = Z E(Xy)=n/\ et V(S,) = Z V (X}) = n/\? par indépendance.
k=1 k=1
E(J,)=AE(S,) =netV(J,) =XV (S,)=n

e—xl,n—l

siz >0
2. On admet quune densité f;, de J, est donnée par f;, (z) = (n—1)!

0 six <0

a. Soit n > 3. Sous réserve d’absolue convergence (ssi convergence simple car tout est positif),
1 ~+o00 1 efmxnfl
(L) = / e g,
In o x(n—1)!

+oo —x,.n—2
_ / e *x dr
0 (n—1)!

= ﬁ[nQ converge car n — 2 € N
 (n—2)!

(n—1)!

1

T n-—1

Et de méme
1 “+o0o 1 6fmxn71
Fl—= )= ——d
(@) A 2n-n

+o0 e—xxn—?)
= d
/0 (n—1)! v

= ﬁ[ng converge car n — 3 € N
_ (n=3)!
~(n—1)!
B 1
BCEDLED)
. 1 1 .
Conclusion :| FE J_n et £ <J_72L) existent et

1 1
J) -1 <Jg> (n—1)(n—2)
b. X; est une fonction du n échantillon. Donc ¢’est un estimateur de \.

A = Ayg = A done ()\n> An ( Jn) An—— # A
A

Donc le biais est b = E (X;) — A=
n—1

10



—

Conclusion : | )\, est biaisé.

vi(h)=v <Anjin) = A2V (Jin)
)

avec

Donc le risque quadratique est

'r’:V(X;)erQ

22 A )2
- <n—1>2<n—2>+<n—1)
_ N (n?+n—2) :)\Z(H—l)(n+2)

(n—17mn-2) (h—-1)7>n-2)
N (n+2)
a (n—1)(n—2)

Conclusion : | le risque quadratique X; tend vers 0 quand n tend vers 4oco

3. Dans cette question, on veut déterminer un intervalle de confiance du parametre A\ au risque a.

On note @ la fonction de répartition de la loi normale centrée réduite, et u, le réel strictement
Q@
positif tel que @ (u,) =1 — 5

a. Etant donné une suite de variables aléatoires (X,,) indépendantes, de méme loi et de
variance non nulle, alors la somme centrée réduite des n premiers converge en loi vers

N (0,1,

C’est a dire que la fonction de répartition de la somme centrée réduite tends vers .

n
Sp = Z X}, a pour espérance n/\ et pour variance n/\?.

k=1
Les (Xi),en sont indépendantes et ont une variance non nulle. Donc la centrée réduite
Sn— %

= N,, converge en loi vers la loi normale centrée réduite.

S

b. Donc, pour n assez grand, P (—u, < N, < uy) ~ @ (uy) — P (—us) car —u, < uy et
a
comme ¢ (—uy) =1— P (u,) = 3

Conclusion :| P(—uy, < N, <uy) ~1—«




= —Uq < N, < Uq

DoncP()\E [(1—%)2,<1+%)5\;}):P(—uagNngua)zl—a

Conclusion : {(1 — %) 5\;, <1 + %) 5\;] est un intervalle de confiance de A

au niveau de risque « quand n est grand.

On note Ag la réalisation de X; sur le n-échantillon.

4. Avec le n-échantillon (X, Xs, ..., X,,), on construit un nouvel intervalle de confiance de A\ au
risque 3 (8 # «), tel que la longueur de cet intervalle soit k (k > 1) fois plus petite que celle
obtenue avec le risque a.

a. Comme la densité pest continue sur R, ® est de classe C* sur R.

Et comme ® = ¢ > 0 alors ® est strictement croissante sur R.

Elle et donc bijective de R sur } lim @; lim CID[ =10,1]

Conclusion :| ® a une réciproque ®~!

qui est définie sur |0, 1]

b. L’intervalle de confiance précédent est [)\n — —O‘X; , A+ centré sur X; et de

ua —
rayon —A\,.

Vn
Celui de longueur k fois plus petite est F; _ e X X; + —O‘AA}

et comme précédemment,

A A — —=Xp s A+ —=\,
E[ T/ T }
<— —us/k < N, <un/k
Donc
— Uy —~ — Uy — U U
P(A Ay — ——\ A 2 =0(=2)—-d(—-2=

u
—20(52) -1
k
o . a . o -
Ona®(uy,) =1- 5 donc u, = ¢ (1 — 5) qui ne simplifie pas ’écriture

d’ou, astuce :  (—uy) =1 — P (uy) = % et —uy = @' (a/2) soit u, = —® ' (a/2) d’on
® (u_]:> _® <_<I>_ ]ia/Q)) _1_® <(I>_ l({;a/Q))

PAe[-])=1-2® (%613‘1 (a/Z))

et la probabilité :

12



Conclusion : Xy — — A+ —2 0| est un intervalle de confiance de A
n

k™" kv

[/\ Uy ~—~ —~ U
: : |
au niveau de risque = 2® E@ (a/2)

On remarque que o = 2® (&' (@/2)) et on résout :
B>a+= P (%@1 (a/2)) > ¢ (07" (a/2))

1 1
= E@’l (a/2) > &' (a/2) et comme ik 1 et que @' (a/2) > 0, cette inégalité est

bien vérifiée.

Conclusion :| [ > « ce qui était prévisible :

La probabilité d’étre dan un intervalle plus étroit est plus petite!

Dans les questions 5 a 7, on suppose que A = 1.
5. On pose pour tout n de N* : T}, = max (X3, X, ..., X,).
Pour tout n de N*, pour tout réel x positif ou nul, on pose : g, (z) = / Fr, (t)dt et h, (z) =
0

/: tfr, (t)dt

a. hy (z) = /0 L (8) dt

On l'integre par parties pour faire apparaitre / Fr, (t)dt:
0

Soit u' (t) = fr, (t) :u(t)=Fp, (t) et v(t)=t: 0 (t) =1
vest C' et u est C* sur RY car la densité fr, est continue sur RT.

Donc

/ b fa (8) dt = [tFn, (D) — / " Fr, (1) dt
= 2, (1) = gn (2)

Conclusion :| h, (z) = xFr, (x) — g, ()

b. Pour tout t € R: (T}, < t) = max (X1, Xo, ..., X,,) = ﬂ (X; < t) indépendants donc
i=1

Fr, (t) = H P(X;<t)=[Fx ()"

i=1

t
PmaX(Xl,XQ,...,Xn)/ fr, (x)dr=0sit<0

¢ 0 ¢
etsit>0: / fr, (x)dx = / Odz +/ e “dr = [—e‘ﬂé =1-e"
—00 —o00 0

0 sit<O0

Conclusion :| Fr, (t) = n
(1 — e_t) sit 2 0
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Soit n > 2 (pour avoir n — 1 € N* )

In—1(T) — gn () =

Conclusion : | Pour n > 2: g, (x) — gn (x) = EFT" (x)

1
. On a donc pour n > 2 : g, (x) = g1 () — —Fr, (z) et par récurrence :
n

1 1

o (£) = —Fr, (r) = L Fr,_, () = 2 Fr, (2) + g1 (2)

et comme

g1 (z) = / Fr, (t)dt = / 1—edt =[t+ e_t}gj
0 0

=xr+e -1
1
=x——Fp (x)
1
) 1 1 1 1
Conclusion :| g, (z) = x — ﬁFT" (x) — p— 1FT7171 () - — §FT2 (x) — IFT1 ()

.Pourz>0:Fp, (2)—1=(1—-¢")" -1
Comme —e™* — 0 quand z — +o0o et que (1 + )" — 1 ~ az quand = — 0 alors (a = n)

Conclusion :| Fr, (z) — 1~ —ne ® quand z — 400

. T, a une espérance si / tfr, (t)dt = xFr, (x) — g, () a une limite finie quand * — 400
0
Astuce : On réécrit xFrp, (x) — gn (x) = o (Fp, (r) — 1) + x — g, (x) pour faire apparaitre
la quantité dont on a un équivalent.

Or z(Fr, (x) —1) ~ —nxe ® — 0 car z = o (") quand x* — 400 donc x (Fr, () — 1) —
0.

D’autre part, toute fonction de répartition tend vers 1 en +oo donc

1 1
n_lFTnfl (x)"'+§FT2(:E)+IFT1 (ZL‘)

T —gn(x) = %FTn (x) +

"1
—>ZE quand xr — +00
k=1

3

| =

Conclusion :| T,, a une espérance et E (1,,) =
k=1
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6. On veut étudier dans cette question la convergence en loi de la suite de variables aléatoires
(Gn),>y définie par : pour tout n de N*, G,, = T,, — E (Ty,).
On pose pour tout n de N* : v, = —Inn+ F (T},) et on admet sans démonstration que la suite
(n)pn>1 €st convergente; on note 7 sa limite.

a. Pour tout z réel :
Fg, (2)=P(G,<z2)=P (T, <z+ E(T),))
— Py, (x4 E(T,))

avec x + E (T,,) = x + vy, + In (n)

Et comme E (T,,) — +00 quand n — +00, pour n suffisamment grand on aura £ (7,,)—z >
0 et donc FTn ( . ) — (1 . 6-...)71

Fr, (v + E(T,)) = (1 — e~ Hmtmmn®
= (1 — e~ e=@rim)"

Conclusion :| pour tout z réel et n assez grand, on a :

1 n

b. On a une forme indéterminée 1°° qu’il faut résoudre :

1 " 1
<1 — —e_(”%)) = exp {n In (1 — —e_(xﬂ"))}
n n

1
Comme e~ @) — ¢=@7) of que —=e~ @) 5 () alors
n

In <1 — le(:vﬂn)) ~ _lef(:vﬂn) ot
n n

{n In (1 — le_(”%))} ~ —e@Fm) o=@ donc
n

(1 — le_($+7n)) — exp [_e—(ﬂﬁﬂ)}
n

Et comme n — +00, il sera ”suffisamment grand” et

Conclusion :| Fg, (x) — exp [—e_(””)} quand n — 400

c. Pour tout z réel, Fg () = exp [—e_(”‘*’ﬂ)]
F est continue et C! sur R
En —oo : —e~ @) — —o0 donce Fg (x) — 0
En —oo: —e @) 5 0 et Fg(z) — 1

Enfin , Fg est croissante sur R. (composée de deux fonctions décroissantes sur R ou par
F/, (x) = exp [—e*(mﬂ)} X —e @) % —1>0)

Conclusion :| Fg est la fonction de répartition d’une variable a densité G et

(Gn),en- converge en loi vers la loi de G
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7.

a. Soit X une variable aléatoire a densité de fonction de répartition F'x strictement croissante.

Pour tout x réel, (Y < z) = (Fx (X) < x)

Comme Fx est continue sur R (variable a densité) et qu’elle est strictement croissante,
elle est bijective de R sur ]0, 1] et admet une réciproque.

- Siz<0:(Y<z)=0et Fy(z)=0

~Sizz21:(Y<2)=Qet Fy(x)=1

-~ Sizel0,1]: (Y <2) = (X < Fy'(z)) donc Fy (z) = Fyx (Fy' (2)) =z

et on reconnait la fonction de répartition de la loi uniforme sur [0, 1]

Conclusion : | Y — U

. La variable aléatoire GG a pour fonction de répartition Fg : * — exp [—e’(”‘“ﬂ)} continue

et strictement croissante sur R.

Donc Y = F (G) = Ujp,1[- reste a déterminer G en fonction de Y :
Y =F;(G) <Y =exp [—e_(Gﬂ)]

—=n(Y)=—e car Y >0

<~ In(—In(Y)) =—-G—~vcar —In(Y) > 0 puisque ¥ < 1

— G=—y—In(—In(Y))

d’out la simulation :

def Gumbel():
y=rd.random ()
return -np.euler_gamma-np.log(-np.log(Y))
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