TRAVAUX DIRIGES : VARIABLES ALEATOIRES A DENSITE -
LOIS CONTINUES CLASSIQUES

1. VARIABLES ALEATOIRES A DENSITE

1
Exercice 1. Soit f la fonction définie pour tout = € R par f(z) = — stz > 1 et par f(z) = 0 sinon.
x

(1) A faire! On trouve alors que F(z) =0siz <let F(z)=1-— % siz > 1.
(2) (a) Pas d’espérance ni de variance pour les X;.
(b) Laloi de Y est donnée par Fy(z) =0siz <1let Fy(x)=1— xi" sixz > 1.
1
n—1

1 n
(d) Laloi de Z est donnée par Fz(z) =0siz <1et Fz(z) = (1 - ) sixz > 1.
x

(c) Existence de l'espérance & traiter. On trouve que E(Y) =

(e) Pas d’espérance ni de variance pour Z (passer par 1’équivalence).

Exercice 2.

(1) A faire par IPP.
+oo

—+oo
2) Utiliser la croissance de l'intégrale et le fait que zP(X > x) = J;/ fdt = / xf(t)dt.
0

x

(2)
(3) Procéder par encadrement.
(4) Conclure avec les questions (1), (2), (3).

Exercice 3.
(1) Vérifier que la fonction F est croissante, continue et de classe C! sur R, puis que F tend vers 0 en —oo
et vers 1 en 4+o00. Par dérivation, on trouve que, pour tout x € R :
e

fx(z) = m

(2) A faire! On trouve que E(X) = 0 par imparité de l'intégrande.
(3) On trouve que :

0 si < -—1
1
Fy(x) = x;_ si ze]l—1,1]
1 si z>1

1
(4) A faire! On trouve que fy(z) = B sixz €] —1,1] et fy(z) =0 sinon.
(5) Existence & établir! On trouve que E(Y) = 0.

Exercice 4.

1
1 —e” si x<0

(1) (a) On trouve que a = — et de plus : Fy(z) ={ 2
2 1—=e™ si >0

2
(b) Par convolution, on trouve que, pour tout z € R :

fzi42,(x) = i(l + |z[)e~ 1=l
(2) (a) On trouve que :

et si <0 . e’ si <0
F—Y(x)_{1 siz>0 f—Y(””)_{o si x>0

1
(b) Par convolution, on trouve que fz(z) = ie"ml pour tout x € R, et de plus E(Z) = 0.

(¢) A vérifier par le calcul. On trouve que E(T') = % et V(T) = g

Exercice 5.
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1) A faire!

On trouve que Fx(z) =1— e /2 s5i x>0 et Fx(z) = 0 sinon.

)

2)

3) Par transfert et par négligeabilité.
4) On trouve que E(X) = \/Z et V(X)=2- g

5) On trouve que Fy(z) =1—e%/2si 2 > 0 et Fy(x) = 0 sinon.

(
(
(
(
(

“+o0
Exercice 6. Vérifier les trois points pour une densité. Pour vérifier que / g(t)dt = 1, calculer tout d’abord

—oo
b
/ g(t)dt en utilisant la linéarité de l'intégrale, la relation de Chasles et un changement de variable affine, puis
a

conclure par un double passage a la limite.

Exercice 7.
1
(1) On trouve que a = —.
(2) Vérifier que X n’admet pas d’espérance.

1
(3) Montrer que les fonctions de répartition de X et — sont égales.

Exercice 8.
(1) A faire!
2
(2) On trouve que, pour tout € R : Fx(z) = — arctan(e®).
m

(3) Par transfert et par équivalence avec une valeur de la fonction Gamma d’Euler. De plus, on trouve que
E(X) = 0 par imparité.
(4) (a) On commence par trouver que :

0 si z<0
F = 2
v () —arctan(xz) si x>0
™

Montrer ainsi que Y est une variable a densité et que, de plus :
0 si <0
(1 + a?)
(b) La variable aléatoire Y n’admet pas d’espérance.
(5) (a) On trouve que :

si >0

0 si <0
Fu, (@) ( arctan(m)) sioz>0
T
(b) Pour tout z > 0, on a : hr—? Fz (x)=1- e 2n/m
n—4o00

2. LOIS CONTINUES CLASSIQUES

Exercice 9.

(1) On trouve que X — U([3,5]).
(2) On obtient que :

e’ si <0 _J 0 si <0
fY(m):{o s x>0 fZ(x)_{ sz >0

(3) On trouve par convolution que :

0 si <0
1, 1 .
Jinr)(z) = 3¢ Zl et fr(z) = 2, si 0<z<1
Byl si z2>1
X

Exercice 10.
(1) On trouve que fx(z) =n(l—z)" ! sixz € [0,1] et fx(x) =0 sinon. De plus :

B(X) = —— et V(X):W’w.
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(2) On trouve que fx(x) =na""!sixz € [0,1] et fx(x) =0 sinon. De plus :
n n

BX) = = et VOO = oy

Exercice 11. La variable aléatoire Y suit la loi de Cauchy, et elle n’admet ni espérance, ni variance.

Exercice 12. Soient X,Y, Z des variables aléatoires indépendantes & densité, qui suivent toutes la loi ¢(]0, 1]).
(1) On trouve que —In(X) — £(1).
(2) A T'aide de la stabilité par addition de la loi gamma, on obtient que :

1

—z2e® si <0

Fin(x)4+mv)+mz) () =1 2 .
0 si x>0

1 ,
(3) On trouve que : fxyz(x) = { g(ln(x)) si z €]0,1]

sinon

Exercice 13. On trouve que Y(Q) =R_, fy(z) = e siz <0 et fy(z) = 0 sinon. De plus :

B = -V o vir)—1-T.

2 4’

Exercice 14. On trouve que Y,, < £(n\) E(Y)*ietV( )*71
. On trouve que Y, ) n) =5 = e

Exercice 15. Par convolution, on trouve dans le premier cas que :

0 si x<0
fXH/(x):{ eT—e 2 s >0

Dans le deuxieme cas, on obtient que :

0 si <0
Ixiy(@) =4 1—e7" si ze[0,1]
el —e™® & z>1
Exercice 16.
+oo
V2
(1) On obtient que / e~ t2q — TT
0
(2) A faire!
(2k)!

(3) Par récurrence, on trouve que my(X) = pour tout k € N.

22k !
Exercice 17. On trouve que 4X — 3Y + 1 < N(m + 1, 250?).

Exercice 18.
(1) Par transfert et par négligeabilité.
(2) Pour tout n € N, on trouve que E(X"*2) = (n + 1)E(X").
(3) Procéder par récurrence sur n.

a l’aide de la formule des probabilités totales appliquée & [Z < z] et au systéme

Exercice 19. Calculer Fz(x)
= k])o<k<n. Apres calculs et par dérivation, on trouve que :

complet d’événements ([Y’
0 si <0
fz(z) = e"(L4+e7)" " (1+ (nt1)e™")

on si >0

Exercice 20. On trouve que X — G(1 — q).

Exercice 21.
(1) Aprés calculs, on trouve que fy, (z) = k(—=1)*12*~1 si 2 € [-1,0] et fy, (x) = 0 sinon.
(2) A T'aide la question précédente, on trouve que P([X,, > Xj]N...N[X,, > X,_1]) = —
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Exercice 22.

(1) Utiliser I'existence de I’espérance par domination.
(2) La réciproque est fausse.

Exercice 23.

(1) Vérifier que ensemble [Y = k] = [k < X < k + 1] est un événement pour tout k¥ € N, puis montrer que
P(Y =k)=(1—e?)e ™ pour tout k € N. On en déduit que Y +1 — G(1 —e™?).
(2) Remarquer tout d’abord que Z(Q2) C [0, 1], puis vérifier que, pour tout = € [0, 1] :

Z<al=Jk<X <k+1]

keN
si <0
En déduire que : 1 o’ ” si ze[0,1]
si x>1
(3) Calculer P([Y < z]) et en déduire que Y et Z sont indépendantes.

Exercice 24.

(1) (a) On trouve que Z — ~(v).

(b) En particulier, on obtient que E(X) =r et V(X) = 2r.
(2) (a) Utiliser la formule de Taylor avec reste intégral.
(b)

+oo yn—1_,-t/2
t
b) Partant de la relation P([Xa, > 2}]) = / ¢ —dt, montrer & I'aide d’un changement de

2X I'(n)2
variable et de la question de (2)(a) que :

n—-1 )\k€_>\
P([Xon > 2\)) = > u
k=0 ’

et conclure!
(¢) On peut utiliser la fonction Python suivante :
def exo(n,x):
s=0
y=x/2
p=np.exp(-y)
for i in range(n)
s=s+p
p=(y*p)/ (i+1)
return s
(3) (a) On trouve que X7 < x%(1).

n
(b) Avec la question (1)(a) et la stabilité par addition, on trouve que Z X2 < x*(n).
i=1
(¢) Si (X;)ien est une suite de variables aléatoires indépendantes normales centrées réduites, alors T,
et Y0 X? (vesp. T, et >0, X?) suivent la méme loi. Comme r < s, on peut vérifier que
P(Ts < x) < P(T, < x) pour tout € R. En particulier, la courbe représentative de Fr, est située
au dessus de celle de Fr,.

0 si <0
Exercice 25. On trouve que : fz(z) ={ e~ (n@)*/2
—— si x>0
2mx
Exercice 26.

(1) On vérifie que P(R=—-1)=P(R=1) = 1

(2) Etablir tout d’abord que Y suit la loi normale centrée réduite. En déduire avec la formule de Koenig-
Huygens et le lemme des coalitions que cov(N,Y) = 0.

(3) Les variables aléatoires N et Y ne sont pas indépendantes. Pour le voir, on peut raisonner par 'absurde
et supposer qu’elles le sont. On peut alors remarquer que |[N| = |Y| et obtenir une contradiction avec le
lemme des coalitions.
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3. EXERCICES SUPPLEMENTAIRES

Exercice 27.
(1) A faire!
(2) On trouve que Fx(z) =1— (22 + 1)e™2* si & > 0 et Fx(z) = 0 sinon.
1

(3) Procéder par IPP ou changement de variable. On trouve que E(X) =1et V(X) = 3

Exercice 28.
(1) Utiliser le changement de variable donné.
(2) On trouve que Fx(z) = (1 — e */?)3 si x > 0 et Fx () = 0 sinon.
(3) X admet une espérance et une variance (utiliser le transfert et la négligeabilité).
(4) (a) On trouve que Fy, () = (1 —e %/2)3" six > 0 et Fy, (x) = 0.
(b) Y, admet une espérance (utiliser 'existence de I'espérance par domination ou la négligeabilité).

si t<1
si t>1°

0
Exercice 29. Pour tout ¢t € R, on pose : f(t) = { 41n(t)
3
1

2

Procéder par IPP.
1

On trouve que Fx(z) =1~ —(1+2In(x)) si > 1 et Fx(x) = 0 sinon.
x

1)

(2)

(3) Procéder par IPP. On trouve que E(X) = 4.

(4) De nouveau par IPP, on peut vérifier que X n’admet pas de variance.

Exercice 30. On trouve que :

1 2
)a=2 - _ 2
Ma=2 . @a=g = . Ga=;
Exercice 31.
(1) A faire!
(2) On trouve que Fx () =0siz <0, Fx(z)=1—(1—2)"3siz € [0,1] et Fx(z)=1siz> 1.
3 7 1
(3) On trouve que E(X) = = et P <8 < X) =16
0 si <0
(4) (a) On trouve que : Fy, (z) =4 1—(1—x)*/3 si z¢€l0,1]
0 si o x>1
3
(b) Remarquer que Y,, est bornée, et donc elle admet une espérance. De plus : E(Y,,) = e

Exercice 32.
(1) On trouve que o = —4.

4 4
(2) Par transfert, on trouve que E(X™) = Ok et donc E(X) = 9 et V(X)

_
T 3247

Exercice 33.
(1) A faire!
(2) Vérifier que 0 < e~t"/2 < e~t pour tout t > 2. Par croissance de l'intégrale, on peut en déduire que
0 <z"f(x) < z™e™® pour tout x > 2, et conclure par encadrement.
(3) Procéder par IPP.

V2
(4) On trouve que E(X) = 47r et V(X)=1- g
Exercice 34.
0 si z < —In(2)
1 .
_ ) e =5 si xe[-In(2),0]

(1) On trouve que F(z) = 1—e2 s z€0mn(2)

1 si = >1In(2)

0 si <0

(2) On obtient que : G(z) =< 2—2e* si z € [0,1n(2)]

1 si z>In(2)
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0 si <0
(3) A faire! On trouve que : fy(z) =¢ 2% si z € [0,In(2)]
0 si = >1In(2)

Exercice 35.

(1) On trouve que F est la fonction de répartition d’une variable & densité si et seulement sia = 1 et b > —2.
b+2

(b+x)?

(2) Sous ces conditions, on trouve que f(x) = six > 2et f(z) =0 sinon. X n’a pas d’espérance.

Exercice 36. Utiliser le changement de variable v = a — z. On trouve que E(X)

a
=3
Exercice 37.

(1) On trouve que P(Y = k) = F(k+ 1) — F(k) pour tout k € N.
(2) Utiliser 'encadrement ¥ < X <Y + 1 et l'existence de espérance par domination.
(3) Utiliser la croissance de I’espérance.

Exercice 38.
(1) On trouve que Y < U([0, 1]).

2) On obtient que U — U([0,1/2]) et E(U) =

O

(2)
(3) On trouve que V — U([1/2,1]) et E(U) =
(4) Montrer que U + V est constante égale a 1 presque stirement.
Exercice 39.

(1) A faire!

(2) (a) On trouve que Z — U([—1,1]).

0 si x<—2
22
1+x—|—z si xze[-2,-1]
2
(b) Par convolution, on obtient que : h(z) = % _ % sioxe[-1,1]
2
l—x—|—% si xzell,2]
0 si x>2
0 si <0
2
o (@) g si xzel0,1]
Exercice 40. On trouve que Fy(x) =
1
+3\/§ si xe[l,4]
1 si x>4
0 si <0
-1 . .
S na) si z€]0,e7
Exercice 41. On trouve que Fy (z) = 1 . 1
3 si zefe e
1
1-— i >
() si z>e
Exercice 42.
0 i <0
(1) On trouve que : Fy(z) = { 1 — re? : i ; 0
0 si z<0 0 si <0
(2) On obtient que fxz2(z) = A aE . et fxs(z) = A s
2\/56 si x>0 5,2/3¢ si x>0
!
(3) Pour tout n € N, on trouve que E(X") = ;—n

(4) Utiliser la o-additivité de la probabilité et le fait que tan(X) > 0 si et seulement si X € (J, o[k, b7+ F[.

1— e /2 A
T oo De plus, par transfert, on a E(e™X) = ——.
—e

On trouve alors que P([tan(X) > 0]) = T
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0 si <0
Exercice 43. On trouve que : fy(z) ={ e */2 G 150 EY)=1,V(Y)=2.
VT
Exercice 44.
le‘”/t sio <0
(1) On trouve que : f_ix(x) =< ¢ =
0 si x>0

(2) Utiliser le lemme des coalitions et le produit de convolution.
(3) On trouve que Z(£2) C R4 et, pour tout ¢ > 0, on a :

0
P(Z<t)=PY —-tX <0) = / h(z)dx.

—00

Apres calculs, on trouve que :

0 si t<0
Fz(t) = o si t>0

t+1
(4) On trouve que U — U([0, 1]).

Exercice 45.
(1) (a) A faire en posant u = In(z) — 1
(b) On trouve que Fx(z) = ®(In(z) — 1) si z > 0 et Fx(z) = 0 sinon.
(c) On obtient que E(X) = e3/? et V(X) = e* — €.
0 si <0
(2) (a) On trouve que : fy(z) = 1 o~ (n(2))?/2
/21
(b) On obtient que E(Y) =e'/? et V(X) =€ —e.

si >0

Exercice 46.
. cr sz s . «
(1) Vérifier que f est une densité si et seulement si A = —.
a

0 si z<z9+a
. — [e%
(2) (a) On trouve que : Fx(x) = 1_ a S o>z0+a
(x — o)™
(b) Vérifier que X admet une espérance si et seulement si « > 1, et dans ce cas :
oa
E(X) = .
(X) =20+ —

De plus, on peut montrer que X admet une variance si et seulement si o > 2, et dans ce cas :
2

aa
VX)= ————.
= e
(¢) On trouve que Z suit la loi de Pareto de parametres :
2 2
A= , a=pf, 19=0, a= .
In(y)p In(7)

Exercice 47.

(1) La fonction n est croissante sur ]0, [.
(2) Comme f est continue et strictement positive sur R, les seules impropretés de H(X) sont +o00 et —oo.
Comme x — 22 f(z) est bornée sur R, on trouve que :

1
@, = o(m).
et donc f(x) tend vers 0 quand x tend vers +-00. Comme y*/*1In(y) tend vers 0 quand y tend vers 0 par
croissances comparées, on obtient par composition des limites que :

F(@)* In(f (@) oo 0"

1
En outre, comme f(z) =%\ =p ) on trouve que :
T—+o00 T

1
@, = o).
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Des lors, il s’ensuit que :

F@)In(f (@) = f@)**f@) In(f(@) = o (1/ ) ’

+oo
et on en déduit que / f(@)In(f(x))dz converge par négligeabilité. Idem pour la borne —oo.
0

(3) Par croissances comparées, on peut montrer que :

m2€7($7u)2/202
Poeln) = T O

ce qui entraine que r —— xgg#’g(x) est bornée sur R, et donc Y, , appartient & £. De plus, on trouve
apres calculs que :

H(Y,,) = % +1In (\/ﬂa) .

(4) (a) Vérifier que, pour tout v € R :

f(.r) = T)1in X I)in o 7(x_u)2 X
sy (L) = sy + oyt (Varo) + ).
T (@ —p)?

Comme X admet un moment d’ordre 2, 'intégrale / f(z)dx converge par transfert. En

oo 202
particulier, comme f est une densité, on obtient d’apres la question (2) et par linéarité de l'intégrale
que K, »(X) converge bien.

(b) Par concavité de In, on voit que In(a) > a — 1 pour tout a > 0, d’olt la premiére inégalité. Pour la
deuxieme, on part du fait que, pour tout z € R :

o () s (50 0 (- 4) <1

Comme f et g, , sont des densités, on obtient que K, ,(X) > 0 par croissance de l'intégrale.
(c) D’apres la question précédente, on voit que :

—+oo

+oo
Kol )= [ @) de = [ @) (g do 2 0

— 00 — 00

Des lors, ceci entraine en prenant 4 =m et ¢ = s que :

H(X) < /Ho (@) <(I2S;")2 +1n (V%)) dz

—oo
Par transfert, on en déduit que :

H(X) < % +In (\/ﬂs) = H(Yyn.s).

s

Exercice 48.

(1) (a) Par convolution, on trouve que :

() = 0 sio <0
92\¥) = 207 (1 —e %) si x>0

(b) Procéder par récurrence en utilisant le produit de convolution et le lemme des coalitions.

- n(n)

1 1 1
On ¢ B =00 g e T
(¢) On trouve que : E(Z,) akZ:lk;n%+oo a

n

1
a2

(d) On obtient que V(Z,) = Z 72 qui est la somme partielle d’une série de Riemann convergente.
k=1

(2) (a) Avec la question (1)(b), on trouve que :

0 si <0
Hn(x) - { (1 _ efnaa:)" si x Z 0

(b) Avec la question (2)(a), on obtient que lilf H,(z) = 0 pour tout = € R.
n—-+0oo

(¢) Avec les questions (1)(c) et (1)(d), on trouve que ll)a[_l E(U,)=0et lim V(U,)=0.

n——+oo

Exercice 49.
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(1) Par croissance de l'intégrale, on trouve que, pour tout z > 0 :

+oo ) +Oof, ) 1 ,
V2 (1 - ®(z)) :/ e V24t < / Leot?2gp — 2 p—27/2

T xT

1 1
Pour la deuxiéme inégalité, on étudiera la fonction f : 2z +—— V27 (1 — ®(z)) — ( - > e 2,

r a3
1
(2) Utiliser la question (1) pour montrer que wgrfoo Pix>a <X > x4+ x) =e L

Exercice 50. En utilisant le produit scalaire canonique sur R?, vérifier tout d’abord & I’aide du théoréme sur
la projection orthogonale que :

(aX1 — X2)2

1+a?
Déterminer ensuite la loi de aX7 — X, et en déduire que E(Y) = 1.

Y =



