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How the Next President Will Determine the Future of AI  

Both U.S. presidential candidates voice support for innovation in AI, but Kamala Harris has been more 

outspoken about its risks to individuals  

BY  BEN GUARINO   

Here is how abruptly artificial intelligence became an issue in U.S. elections: when Vice President Kamala 
Harris brought it up while debating Donald Trump on September 10, it was the first time a candidate had 
mentioned AI in a general election presidential debate—but this technology has so thoroughly suffused our 
personal lives and the global economy that barely anyone batted an eye.  

At that debate, Harris said the country must invest “in American-based technology so that we win the race 
on AI.” Trump, too, has described a vision for U.S. leadership in the AI industry. The next president, no matter 
their party, is almost certain to continue using export controls on chips and related hardware to seek an 
economic and technical advantage over China. But when it comes to articulating the risks of AI, there is 
substantial difference between the candidates. Harris has been outspoken on the issue and has set out 
specific policy steps to protect vulnerable people from potential AI harms. In contrast, Trump has expressed 
vague resignation, calling AI “maybe the most dangerous thing out there” because it lacks a “real solution,” 
as he put it in a Fox Business Network interview earlier this year.  

“We can anticipate that a second Trump administration would not actively attempt to secure people’s civil 
rights and liberties or elevate consumer rights,” says Alondra Nelson, a social scientist at the Institute for 
Advanced Study.  

Whoever wins in November will do so at a critical time to shape AI policy. No U.S. state or federal safety law 
has yet addressed the most powerful forms of this technology. Members of Congress have not managed to 
pass comprehensive legislation, though not for lack of ideas. After the public debut of OpenAI’s ChatGPT in 
2022, proposals for House and Senate bills regarding the usage or governance of AI increased exponentially, 
according to the Brookings Institution, a nonpartisan think tank in Washington, D.C. The White House will 
face mounting pressure to respond to this technology—and to urge Congress to act.  

To see what each candidate might do in the AI arena if elected president, let’s look at what they have done 
so far. AI has been governed at the national level mainly by three executive orders—two issued by the Trump 
administration and one by the Biden-Harris administration, in which the vice president has taken an active 
role in AI policy.  

Trump issued his first AI-related order, Maintaining American Leadership in Artificial Intelligence, in February 
2019. It emphasized the right to privacy and other values this technology should reflect and launched the 
American AI Initiative, which called for prioritizing AI research and development in industry and academia. 
His second order, issued in 2020, outlined principles for federal AI use, such as transparency and 
lawfulness. Government agencies should have ways to “supersede, disengage, or deactivate” AI, the order 
said, if an application’s performance becomes “inconsistent” with its intended use.  

“The Trump administration’s approach was fairly well received,” says Valerie Wirtschafter, an AI policy expert 
at the Brookings Institution, but “there was some criticism about the limited attention to risks.” If the 
American AI Initiative fell short, it was largely in its lack of specifics—especially funding, observers said at 
the time—that could translate policy goals into an on-the-ground reality.  

The contrast between Trump’s two executive orders and the one issued under Biden is partly a result of 
philosophy and partly a result of timing. The Biden-Harris administration’s order came after the public 
launch of ChatGPT and similar large language and generative models—and after AI-made text and 
deepfakes (realistic pictures or videos) started flooding the Internet. Issued in October 2023, the order 
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outlined policies for government use of AI and authorized a test of the National AI Research Resource, a 
conceptual program to support Americans who study or develop the technology. The Harris-Walz campaign 
recently pledged to transform that two-year pilot program into a permanent national infrastructure for AI.  

But the order also defined AI’s potential dangers to privacy and consumers: AI models must be safe and 
effective; algorithms should not discriminate; you should be able to opt out of them; your data needs to be 
safeguarded; and when you’re interacting with an automated system, you should be notified  

“The Trump executive orders were more focused on how we can foster innovation,” Wirtschafter says, 
whereas “the Biden administration really did tackle some of those risks.”   

In November 2023 Harris led the U.S. delegation to a first-of-its-kind global AI safety summit in the U.K., 
where she announced the creation of the U.S. AI Safety Institute within the National Institute of Standards 
and Technology. In her speech, Harris framed the risks AI poses to individuals, such as deepfakes and 
disinformation, as existential problems for their targets—broadening the definition of “existential” beyond, 
say, human extinction or other doomsday AI scenarios. The 2024 Democratic platform, released this 
summer, also notes the “extraordinary potential for both promise and peril” of AI, contrasting applications 
such as weather prediction with voice cloning and fraud.  

Yet “one of the biggest” risks of AI, according to Trump’s pick for vice president, J. D. Vance, is an “insane 
political bias” against conservatism in models such as ChatGPT and Google’s Gemini. That’s overblown and 
inaccurate. Several studies—including a 2024 report in PLOS ONE that quizzed the AI systems Vance 
mentioned and 22 others—have found that most large language models reply to political questions with 
centrist or moderately left-leaning answers, not radical views.  

The GOP platform, echoing Vance, suggests AI development ought to be “rooted in Free Speech and Human 
Flourishing.” It also alleges that the Biden-Harris executive order is “dangerous” because it “hinders AI 
Innovation.” Trump, too, has vowed to repeal the order.   

There is another difference in the candidates’ approaches to AI. Harris will not use AI-generated images or 
text in campaign material, her campaign confirmed to Scientific American. Trump, by contrast, has 
amplified AI-made content on X (formerly Twitter) as well as on Truth Social, the social media platform he 
owns. These posts have included fake images that falsely claimed Taylor Swift and her fans supported 
Trump. Swift, possibly the most famous target of sexually explicit deepfakes, wrote on Instagram in 
September that the false endorsement “really conjured up my fears around AI, and the dangers of spreading 
misinformation.” In the post’s next paragraph, Swift endorsed Harris.  

Nonconsensual AI images are a problem for more than just the world’s biggest pop stars. About 15 percent 
of U.S. high schoolers say they have heard about a sexually explicit deepfake that involves a person 
associated with their school.  

“This is going to be a suite of technologies that touches every facet of life, in some sense,” Wirtschafter says. 
AI existed long before large language models, she points out, but ChatGPT was a jolt that woke people up to 
the technology. Now, eyes opened, voters must decide which president is best equipped to grapple with the 
problems of an AI era.  
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 Read this article about the treatment of AI by the 2 American presidential candidates. Pick out 
and list each party’s separate ideas on the question, as well as the one idea they have in 
common (Democrats / Republicans / both).   

 Then write a short paragraph, in your own words, to explain the specificities of each camp and 
what differentiates them.  

If both Republicans and Democrats agree on one thing concerning artificial intelligence, it is that the country 
must go on investing in that field to keep a competitive advantage over China. However, for most of their 
ideas, the two camps have a very different approach. Indeed, Kamala Harris has a very cautious approach 
to the question, and as vice-president, she already took part in a global initiative to fight against the risks 
posed by AI, such as discrimination, disinformation and identity theft. As for Donald Trump and J.D. Vance, 
they have a more carefree approach and actually do not hesitate to use AI-generated images in their 
campaign, unlike Democrats. They champion free speech through AI and want to impose no limits to the 
development of the technology.  

 Comment on the tone of the Scientific American. Do you think they are neutral or biased?  

It seems the magazine slightly leans left, as they tend to defend the Democrats’ opinions. For example, 
when J.D. Vance accuses AI tools like ChatGPT of being in favour of liberal and progressive ideas, the 
journalists clearly deny the allegations and offer evidence to support their claims.  

 End of the article: explain “nonconsensual AI images”. What is the link with US high 
schoolers?  

It refers to deepfakes or AI-generated images in which somebody is featured against their will. The text is 
explaining that this doesn’t only happens to celebrities but to quite a number of American youngsters.  

 Personal expression: Have you ever been confronted to / concerned by / tricked by deepfakes 
or AI-generated images?  

❖ Final task / Oral presentation:  in groups of 3 (plus 1 group of 4) prepare a short campaign for 
an alternative candidate in the US 2024 presidential election. Your platform should rely on an 
opposition to what the two leading candidates are offering. You can obviously focus on a 
limited number of points. Try to find a slogan to go with your ideas. 
Don’t hesitate to look up some of Trump’s and Harris’s agendas. 

 
Come up with a name for your candidate and your party. Preparation: about 40 minutes, 
presentation: about 3 minutes. 
 


