ECG 2 - mathématiques appliquées Pour le 9 février 2026
Devoir en temps libre n°7 bis

Sugjet au choix : si vous choisissez ce sujet (sujet type ESSEC - HEC), l'objectif n’est pas de tout
faire.

I - Distance en variations

Soit X et Y deux variables aléatoires a valeurs dans N
1. Montrer que la série Z |P(X = k) — P(Y = k)| converge.
k>0

On définit alors la distance en variations d(X,Y) entre X et Y par :

d(X,Y) = %Z |P(X = k) — P(Y = k)|

2. Montrer les propriétés suivantes :
a. 0<d(X,Y) <1
b. d(X,Y) = 0 si, et seulement si : X et Y ont méme loi.

c. Montrer que, pour trois variables X, Y, Z a valeurs dans N :
d(X,Y) <d(X,Z)+d(Y,Z)

d. Soit (Xp),cy une suite de variables aléatoires a valeurs dans [0, N] avec N € N fixé.

Montrer que (X,), .y converge en loi vers X si, et seulement si : lirf d(X,,X)=0
n—-+00

Précision : dans le cas o1 X(2) = N, on dit que (X,,), oy converge en loi vers X si;
Ve e X(Q), liT P(X,=z)=P(X =x)
n—-+00

II - Convergence d’une chaine de Markov

Dans cette partie, on considere une chaine de Markov (X,,), .y d’ensemble d’états fini {1,2,...7} ou
r est un entier supérieur ou égal a 2
On notera P, l'ensemble des vecteurs lignes V = (v vy ... wv.) € My, (R) vérifiant :
e Viec[l,r], v, =0
T

L4 ZUZ' =1
=1

On note A la matrice de transition de la chaine (X,),.y et G le graphe probabiliste associé a cette
chaine.

On dit que (X,,), oy est irréductible si G est connexe.

On note, pour (i,5) € [1,7]? a;; 'élément en ligne i et colonne j de A, et agﬁ) I’élément en ligne 7 et
colonne j de la matrice A* pour tout k € N.

On fera attention a ne pas confondre az(? et aﬁ ;» ce dernier désignant la puissance k*™¢ du nombre
Q5

On notera U, = (P (X, =1) P(X,=2) ... P(X,=r)) levecteur ligne définisssant la loi de
X, pour n € N

On remarquera que U,, € P, pour tout n € N



L’objectif de cette partie est de montrer, sous une condition suffisante portant sur la matrice A,
qu’il existe un unique état stable pour la chaine de Markov, c’est-a-dire un unique vecteur ligne
T=(m ... m)€ M, (R) vérifiant :

(H1) Wi € [1,7],m, > 0

(H2) zr:m =1

(H3) m =7A
et, en considérant une variable X a valeurs dans [1,n] dont la loi est donnée par m, de montrer que
(Xn),en converge en loi vers X

La loi donnée par 7 est appelée loi de probabilité invariante ; on dira en abrégé que m est une loi de
probabilité invariante.

On admettra le résultat suivant, déductible de la définition d’une chaine de Markov :
Pour n € N,;m € N* et tous entiers 7, j, k de [1,7] :

Pix,=ijnXns1=i] (Xntm = k) = Pix,=j] (Xngm = k)

1. Quelques résultats sur les chaines de Markov.

1
1 L
a. Montrer que le vecteur colonne V' = [ | € M, (R) est un vecteur propre de A associé
1
a la valeur propre 1
wq
. Wa P
b. Soit W = _ € M, 1(R) un vecteur propre de A associé a une valeur propre A € R
wT’

Soit ip € [1,7] l'indice tel que |w;,| = max {|w;|;i € [1,7]}.
a. Justifier que : |w;,| >0

b. En considérant la ligne iy dans le produit matriciel AW, montrer que : [A] < 1

Ainsi, toutes les valeurs propres (réelles) de la matrice A sont dans [—1,1]

2. Montrer par récurrence sur k € N que, pour tout n € N :
V(i) € [l Plmg (Xuwr = 5) = @)
Justifier alors que 'on peut passer de 1’état i a ’état j si et seulement s’il existe un entier k£ > 0
tel que al(-? >0

3. Montrer que, s'il existe un entier & > 0 tel que A" a tous ses éléments strictement positifs, alors
la chaine de Markov (X,), .y est irréductible.



6.
7.

On considere a présent la condition suivante, appelée condition de Doeblin :
Il existe un entier £ > 0, un réel ¢ > 0 et un élément p = (1 ... p,) € P, tel que :

Vie{l,...r},Vie {1,...r}, al(? > cli

. Un exemple.

1 1
- —- 0
2 2
On considere la chaine de Markov de matrice de transition A = i % i
1 1
0 - =
2 2
a. Déterminer son graphe probabiliste.
2 1 e o . 1 21
b. Calculer A°. En déduire que A satisfait la condition de Doeblin avec p = 6 3 6

c. Montrer que la chaine admet un unique état stable et le déterminer.

1
d. Montrer que Sp(A) = {O, 3 1}

. On suppose dans cette question que A’ a tous ses éléments strictements positifs pour une valeur

[ € N* donnée.
On pose, pour j € [1,7] :

e m; = min (a(l) .. .,a(l)>

1,5 rJ
IS
o m = E m;
j=1
o 1. —
Hj =
m

* pu= (Ml o - . -Mr) € My, (R)
Justifier que : p € P, et que V(i,7) € {1, .. .r},agg > my;

Ceci montre que A satisfait la condition de Doeblin.
On pourra vérifier que le vecteur p ainsit défini est bien celui utilisé dans la question 4b avec

m:Z

On suppose pour ce qui suit, et pour simplifier, que A satisfait la condition de Doeblin avec
¢ =1, c’est-a-dire qu’il existe ¢ > 0 et u € P, tels que :

Montrer que ¢ < 1 (considérer la somme sur j).

a. Pour n € N*, rappeler la relation entre U, 1,U, et A. En déduire ¥n € N*,Vj € [1,r] :

P(Xpar = ) = P(Xo = ) = 3 (P (X = k) = P (Xoo1 = k) (ary — )



b. Déduire de la question précédente que : pour n € N* :

T

A (X X) < 530 (\P<Xn = 1) = P (Xo1 = WD (awy - cm)

k=1

puis que :

d (Xn+17 Xn) < (1 - C)d (Xnu anl)

c. En déduire par récurrence que :

Vn €N, d(Xnp,X,) < (1-0)"d(Xq, Xo)

d. On pose u, (k) = P (X, = k) pour k € [1,r] fixé.
Justifier qu’il existe une constante K > 0 telle que :

Vn € N, ‘unJrl(k) - un<k)‘ < K<1 - C>n

en déduire que Z (Uny1(k) —un(k)) est une série convergente, puis que (u,(k)), -, est

n=0
une sulte convergente.

e. Conclure que (X,,),cy converge en loi vers une variable aléatoire X

On noteram = (P(X =1) P(X =2)...P(X =r)) le vecteur de P, définissant la loi de X

8. Montrer que 7 = 1A

Ceci signifie que m est une loi de probabilité invariante.

La conséquence des questions 7 et 8 est que, sous la condition de Doeblin, la chaine de Markov
(Xn),en convergera toujours vers X quel que soit I'état initial, c’est-a-dire la loi de X (donnée
par Uyp).

9. Montrer que 7 est I'unique loi de probabilité invariante pour la chaine (X,), .y

10. Supposons que —1 € Sp(A) et soit W un vecteur propre de A associé a la valeur propre —1
a. Justifier qu’il existe un élément Uy € P, tel que UyW # 0

b. Soit (X,),cy la chaine de Markov de matrice A telle que la loi de X, soit donnée par
U, € P, pour tout n € N (et donc telle que Xy soit de loi Up).
Montrer que : Vn € N,  U,,W = UyW et Uy, /W = —UyW

c. En déduire que (X,,), .y ne peut pas converger en loi.

d. Conclure que —1 ¢ Sp(A)

Les résultats des questions 7, 8, 9 et 10 restent valables pour une matrice vérifiant la condition
de Doeblin avec { € N*



