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Une information est transmise par 1'intermédiaire d"un canal. Ce canal n’est pas completement fiable :
on observe qu'un bit envoyé peut étre modifié, c’est-a-dire qu'un 1 (respectivement, un 0) en entrée
peut devenir un 0 (respectivement, un 1) en sortie. On dit qu'un tel canal est bruité.

On modélise la transmission d"un bit de la maniére suivante :

— Le bit envoyé est représenté par une variable aléatoire b suivant une loi de Bernoulli :

Pb=1)=q, Pb=0)=1—«.

— La perturbation du signal est aussi modélisée de facon probabiliste : le bit requ est représenté
par une variable aléatoire b’ suivant aussi une loi de Bernoulli.
— On note p, la probabilité qu'un 1 en entrée ne soit pas altéré pendant la transmission :

p=Pb'=1/b=1). (1)
— On note q, la probabilité qu'un 0 en entrée ne soit pas altéré pendant la transmission :
q=P(b'=0|b=0). 2)

Toutes les variables aléatoires sont définies sur un méme espace probabilisé (Q, A, P).
Exprimer 1 —p et 1 — q sous la forme de probabilités conditionnelles analogues a (1) et (2).
Un bit est envoyé. Quelle est la probabilité r de recevoir un 1 en sortie?
3. Onrecoit un 1 en sortie. Quelle est la probabilité qu'un 1 ait été envoyé en entrée?
Soit n > 2, un entier. On envoie n fois le méme bit b et on note by, ..., b}, les n bits regus. On note
alors X, le nombre de 1 recus. On remarque que X est une variable aléatoire & valeurs dans N telle que

N

PO<X<n)=1.

4. Soit 0 < k < n, un entier. Exprimer P(X = k) en fonction de v, n et k.
5. En déduire I'espérance de X en fonction de p, g et «.
6. Soit 0 < k < n, un entier. Calculer la probabilité conditionnelle que le bit 1 ait été envoyé, sachant
que le nombre de 1 requs est égal a k.

On étudie désormais un canal symétrique : chaque bit, qu’il soit égal a 0 ou a 1, est altéré avec la
méme probabilité, c’est-a-dire p = q.

On suppose de plus que 12 <p < 1.
7.a. Déterminer, en fonction des parametres p et &, l'ensemble des valeurs de X pour lesquelles il est
plus probable quun 1 ait été envoyé plutét qu'un 0.
7.b. Que devient ce résultat pour « = 1/2?
8. Onsuppose que & = !/> et on note f(n), la probabilité pour que l'interprétation du signal recu soit
fausse, c’est-a-dire que le bit envoyé ne soit pas le plus probable compte tenu du bit regu.
8.a. Exprimer la probabilité f(n) en fonction de n et p.
8.b. Fcrire en langage Python une fonction binome de paramétres N € Netk € N tels que 0 < k < N,
qui retourne le coefficient binomial ().
8.c.  On suppose que p = 0,95. Ecrire en langage Python une fonction £ de parametre n € N qui
retourne une estimation de f(n).
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Solution % Transmission d'une information par un canal imparfait

1. Lesévénements[b’ =1] € Aet[b’ =0] € A sont complémentaires 1'un de l'autre dans Q :
Q=[[b'=1ub =0.
Comme Py, est une mesure de probabilité sur (Q,.4), on déduit de (1) que
1—p=Ppy(b/ = 1) =P(b' =0 b=1)
et de méme, on déduit de (2) que
1—q=Py_o(lb'=0) =P(b' =1]b=0).

2. Comme les événements [b = 0] et [b = 1] constituent un systéme complet, on déduit de la formule
des probabilités totales que la probabilité de recevoir un 1 en sortie est égale a :

Pb/=1)=P(b'=1|b=0)P(b=0)+P(b'=1|b=1)P(b=1)=(1—q)(1— &) + pex.

3. Les événements [b = 1] et [b’ = 1] n’étant pas négligeables, la formule de Bayes montre que la
probabilité (conditionnelle) qu'un 1 ait été envoyé sachant qu’on a recu un 1 est égale &
(b'=1[b=1)P(b=1)

. [ —P = p(x
Plb=1|b =1)= Plo/ = 1) T (1—q)(0—a) +pa’

4. Lafonction X est bien une variable aléatoire sur (Q, .A) en tant que somme de variables aléatoires :
VweQ, Xw)=bj(w)+- - +bl(w).
Mais la modélisation proposée par 1’énoncé est incomplete : 1a loi jointe des variables aléatoires
b, bj,...,b}

n’est pas connue ! Nous supposerons donc dans la suite que, conditionnellement aux événements [b = 1]
et [b = 0], les variables aléatoires by, ..., b;, sont indépendantes et de méme loi que b’.

Laloi de X sous P,_1) est donc la loi d"une somme de n variables aléatoires indépendantes suivant
chacune la loi de Bernoulli de parametre p, c’est-a-dire la loi binomiale B(n, p).

La loi de X sous Pp,—¢; est de méme la loi d'une somme de n variables aléatoires indépendantes
suivant chacune la loi de Bernoulli de parametre 1 — g, c’est-a-dire la loi binomiale B(n, 1T — q).

Comme précédemment, on déduit de la formule des probabilités totales appliquée au systeme
complet d’événements ([b = 1],[b = 0]) que

PX=k)=PX=k|b=1)P(b=1)+P(X=k|b=0)P(b=0)
o)t ()0 ara

pour tout entier 0 < k < n.
5. Comme l'espérance de la loi binomiale 5(n, r) est égale a nr, on déduit de ce qui précede que

E(X)=onp+ (1 —a)n(l —q) =nE(b’).
6. D’apres la formule de Bayes,

PX=k|b=1)P(b=1)

Pb=1|X=k) = P =10

ol le numérateur et le dénominateur ont été calculés a la question précédente.

1
T

7.a. Avecp = q, 'expression précédente devient

Pb=1|X=k) =

1
1+ 1?706(1 — p)2k—npn—2k

Pb=1|X=k) =
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et comme b est une variable aléatoire qui suit une loi de Bernoulli,
Pb=0|X=k)=1-P(b=1[X=Kk).
On cherche donc les valeurs de I’entier 0 < k < n pour lesquelles

1 1

1+1?T““ — p)2k—npn-2k > 2’

c’est-a-dire 1 1 e

o« (;P) <1.

x P

Comme 2 < p < 1,alors 0 < (1 —p)/p < 1, donc In[(1 — p)/p] < 0. On déduit donc de l'inégalité
précédente qu'il est plus probable qu’un 1 ait été envoyé plutoét qu'un 0 si, et seulement si, X prend une
valeur supérieure a

n 1 ha—In1-—«o

22 m(l—p)—tnp’
7.b. Pour o = 1/, il est plus probable qu'un 1 ait été envoyé plutdt qu'un O si, et seulement si, X
prend une valeur supérieure a "/>.
8.a. Ce qui précede conduit a interpréter le signal recu selon les régles suivantes :

— Si X prend une valeur supérieure a "/, alors on décide que le bit envoyé était égala 1;

— Si X prend une valeur inférieure a /2, alors on décide que le bit envoyé était égal a 0;

— Comme I'entier n peut étre & peu pres librement choisi (tout de méme pas trop grand pour ne
pas surcharger le canal de transmission!), on peut imposer une valeur impaire a n pour ne pas
avoir a décider d’une conduite particuliere a tenir dans le cas trés particulier ot X prendrait la
valeur ;.

L'événement qui traduit que I'interprétation est fausse est donc

(X<malnlb=1])u (X >malN[b=0])
et sa probabilité est égale a
Y PX=k|b=1)P(b=1)
o<k<™y

+ Y PXX=k|b=0)P(b=0)

NH<k<n

puisque la famille ([X = k])o<k<n est un systeme complet d’événements.
D’apreés [4.], conditionnellement a [b = 1], la loi de X est la loi binomiale B(n, p) et conditionnelle-
ment a [b = 0], 1a loi de X est la loi binomiale B(n, [1 — p]) (puisque q = p ici). De plus, ici,

Pb=0)=P(b=1)==
puisque o« = 1/5. On peut alors déduire de la symétrie des coefficients binomiaux que la probabilité
cherchée est égale a

n —
5 (2w
0<k<2

Cette probabilité est égale a P(Y < ™/2) oit Y est une variable aléatoire suivant la loi binomiale B(n,p).
On en déduit sans autre calcul que cette probabilité est d’autant plus proche de O que p est proche de 1 et n
grand.

8.b. Le plus simple est de procéder par itération en partant du fait que (i) = 1 et de la relation

n n—k /n
VOsk<m, <k+1)_k+1'<k>

qui nous assure que les calculs s’effectuent tous avec des entiers (si on effectue la multiplication par
(n — k) avant la division par (k + 1)), aussi petits que possible. Il est aussi utile d’exploiter la symétrie

des coefficients binomiaux
n n
<k< =
osken (1= (")

pour réduire autant que possible le nombre d’opérations a effectuer.
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def binome(N, k):

if (k>N-k):
return binome(N, N-k)
else:
b=1
for i in range(k):
b = bx(N-1)//(i+1)
return b

L’utilisation des factorielles

ny n!
<k) ~ kl(n—Kk)!

est déconseillée : cela conduit a manipuler des facteurs extrémement grands au numérateur comme au
dénominateur et donc a calculer en flottants. On n’obtient alors qu’une valeur approchée (tres précise
cependant) des coefficients binomiaux.

Le calcul récursif (a partir de la formule du triangle de Pascal) est inefficace au possible : on effectue (})
appels a la fonction pour calculer (3)...

8.c. Le calcul de f(n) ne pose aucune difficulté.
def f(n):

p=0.9

N = (nt+1)//2

s = sum(binome(n, k)*p**xk*(1-p)**(n-k)

for k in range(N))

return s

La version suivante est plus économique et effectue aussi peu de multiplications que possible.
def f(n):

p=0.9

q=1-p

s, b, pk, qnk = 0.0, 1, 1, g**n

N = (nt+1)//2

for k in range(N):
s += b*pk*qgnk
pk, gnk = pkxp, qnk/q
b = bx(n-k)//(k+1)
return s

En pratique, f(5) est de l'ordre de 0, 1% et f(7) de 'ordre de 0,02%. Il y a donc trés peu de chances

que la régle de décision choisie au [8.a.] conduise a un résultat faux dés n = 5. La version optimisée de
f est donc d’un intérét tres limité!



