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Partie A.

Soient X et Y, deux variables aléatoires discretes définies sur un espace probabilisé (Q,.A,P) a
valeurs dans IN. Les fonctions génératrices de X et Y sont notées Gx et Gy respectivement.
1. Démontrer que [X # Y] est un événement.
2. Soient A et B, deux événements.

Démontrer que les probabilités P(A N B€) et P(A° N B) sont bien définies, puis que

|P(A) — P(B)| < P(ANB®) + P(A° NB).

3. Endéduire que
Vite[-1,1], |Gx(t) —Gvy(t)] <2P(X#Y).

Partie B.

Soit (Uy )k >1, une suite de variables aléatoires définies sur 1’espace probabilisé (Q, A, P), indépen-
dantes, a valeurs dans N et telles que la série } P (U # 0) soit convergente.

On note N’ = N U {+o0}.
4. Démontrer que I'ensemble N’ est dénombrable. Est-il contenu dans R ?
5. Pour tout entier n € N*, on pose

Zn={weQ:3k>n, Ug(w)#0}.
Démontrer que (Z,)n>1 est une suite décroissante d’événements et que

lim P(Z,) =0.

n—-+4oo

6. On considere 'application W : QO — N’ définie par
VweQ, W(w)=#{keN*: Ug(w)#0}.
Démontrer que W est une variable aléatoire discrete et que
P(W=+400) =0.

7. Pour toutn € N*, on pose S;, = U; +--- 4 U, et, pour tout w € O, on pose
+o0
S(w) =Y Ux(w)
k=1

sila série ) Uy (w) converge et S(w) = 400 dans le cas contraire.
On pose enfin

Vtelo,1, G(t)=) P(S=1it"

7.a. Démontrer que S, est une variable aléatoire a valeurs dans IN pour tout n € IN*.

7.b. Démontrer que S est une variable aléatoire a valeurs dans N’ et que [S € N] est un événement
presque sir.

7.c. Démontrer que G est continue sur le segment [0, 1] et de classe ¥ sur l'intervalle [0, 1[.

7.d. Pour tout n € N*, on note Gy, la fonction génératrice de S,,. Démontrer que la suite (Gn)n>1
converge uniformément sur [0, 1] vers G.
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Solution % Seéries de variables aléatoires a valeurs entiéres

Partie A.
1. Comme X et Y sont des variables aléatoires a valeurs dans N, la famille

(X=m,Y=n])

(m,m)eN2

est un systéme complet d’événements et, quels que soient les entiers m et n,

X(w) # Y(w) m#n
X(w) =m —  X(w)=m
Y(w) =n Yw) =n

donc
o] sim=n,

[X#Y}Q[XZ“%Y:“]:’ [X=m,Y=n] sinon

et par conséquent
X#Y= || X=mY=nl

(m,n)eN?
telsque m # n

Comme X et Y sont des variables aléatoires, alors
V(myn)eN? [X=m,Y=n]eA

D’autre part, N? est dénombrable et toute partie d'un ensemble dénombrable est elle-méme dénom-
brable. Donc [X # Y] est une union dénombrable d’événements et par conséquent

X#Yl e A
On aurait aussi bien pu raisonner sur le complémentaire et justifier que

X=Y=| |[X=nY=n]cA
neN

La seule différence est une affaire de goiit.

2. Une tribu est stable par passage au complémentaire et par intersection (finie ou dénombrable). Par
hypothese, A et B appartiennent a la tribu .A. Par conséquent,

ANB e A et A°NBecA

et comme la mesure de probabilité P est définie sur .4, les deux probabilités P(A N B¢) et P(A° N B)
sont bien définies.
@ En décomposant A sur le systéme complet d’événements (B, B€), on obtient

A=(ANB)U(ANB®) CcBU(ANBC).
Par croissance et additivité de P,
P(A) < P(B U(AN BC)) =P(B)+ P(ANB°)

et a fortiori
P(A)<P(B)+P(ANB°)+P(A°NB)
puisque P(A°NB) > 0.
Symétriquement, en décomposant B sur (A, A€), on obtient

P(B) (A)+P(A°NB)

<P
< P(A)+P(A°NB)+P(ANB°)

et ces deux inégalités nous donnent bien

|P(A) —P(B)| < P(ANBS) +P(A° N B).
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On doit toujours se rappeler que la relation |x| < y n’est pas une inégalité, mais un encadrement :

X<y &= —y<x<y.
3. Onsait que les séries

Y PX=m)t" et Y P(Y=mn)t"

convergent absolument pour tout t € [—1, 1]. Par inégalité triangulaire,

+oo
|Gx(t) = Gy(t)| < D) |[P(X=n)—P(Y =n)|t"
n=0

< i |P(X=n)—P(Y=n)|
n=0

(puisque le terme général pour t quelconque est majoré par le terme pour t = 1).
D’apres [2.],

|[P(X=n)—=P(Y=n)|
<PX=n,Y#n)+P(X#nY=n).

Or (décomposition sur le systeme complet d’événements associé a X)

X#£Y = | |[X=nnX#Y= | | X=n,Y#n]
neN neN
et de méme (par symétrie)

X#Y = | | X#n,Y=nl.

neN

On a ici deux unions dénombrables d’événements deux a deux disjoints donc, par o-additivité de P,
les deux séries

ZP(X:TL,Y;ATL) et ZP(X#TL,Y:TL)

sont convergentes et

+o0 +oo
> PX=nY#n)=) P(X#nY=n)=PX#Y).
n=0 n=0

Par conséquent,
VtG[—LH, |GX(t)_GY(t)| gZP(X#Y)

[ On notera que le majorant trouvé est indépendant de t € [—1,1].

Partie B.

4. Par définition, N’ est l'union d’un ensemble dénombrable (IN) et d'un ensemble fini (le singleton
{+00}), donc N’ est dénombrable.

On ne sait pas trop ce que désigne +oco mais en tout cas, ce n’est pas un nombre réel. Donc N’ n’est
pas une partie de R.
5. Par définition,

Vn>1, Zn=J M #0.

k>n

Comme les Uy sont des variables aléatoires, alors

donc
U £0=[U =0 A

et donc Z,, € A en tant qu'union dénombrable d’événements. D’autre part,

Zn:[un#O]U U [uk7é0]:[un7éo]uzn+1

k>n+1
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et par conséquent, (Z,, )n>1 est une suite décroissante d’événements :
Vn}], Zn+] CZn.

La suite de terme général P(Z,, ) est donc convergente (décroissante et positive) Par sous-o-additivité
(puisque, pour une fois, les événements ne sont pas deux a deux disjoints),

+oo
¥n>1, 0<P(Zy) < ) P(Ux#0).
k=n

Le majorant est, par hypothese, le reste d'une série convergente, donc il tend vers 0 et par encadrement

lim P(Z,)=0.

n—-+oo

6. Lavaleur de W(w) est entiere lorsque I'ensemble
{k e N* : Ug(w) #0} CN

est fini et égale a +o00 dans le cas contraire. Plus précisément, W(w) = n si, et seulement si, il existe n
entiers
1<ki<ky<--<kn

tels que
Ui, (@) # 0, Uy, (w) #0

et tels que
Vké{k],...,kn}, Uk(w)zo.

Par conséquent, [W = n] est égal a

L (ﬁ[uki?’éo]ﬂ N [uk=01>

1<k <ky<--<kpn i=1 keN*
kg{ki,...,kn}

On a déja justifié que [Ux = 0] € Aet [Ux # 0] € A pour tout entier k > 1. La tribu A est stable
par intersection finie ou dénombrable (comme toutes les tribus), donc ’ensemble entre parentheses est
bien un événement. Enfin, l'union disjointe est indexée par une partie de N™, qui est dénombrable en
tant que produit cartésien d’un nombre fini d’ensembles dénombrables, donc

VnelN, W=n]ecA
@ Comme W est a valeurs dans N/, on en déduit que
Cc
W = +o0] = <|_| W= ]) €A
neN
et on a maintenant démontré que
Vx €N, W=x] € A,

c’est-a-dire que W est bien une variable aléatoire sur (Q,.A) a valeurs dans N'.
Cependant, cette expression ne permet pas de calculer simplement P(W = +o00)...
@ Une partie de N est finie si, et seulement si, elle est majorée, donc

W(w) #+00 & In>1,Vk>n, Uglw)=0
c’est-a-dire (en écrivant la négation de ce qui précede)
W(w) =+00 & Vn=>1,3k=>n, Ux(w)#0

et par conséquent
W =+o0] = ) Zn € A.

nxl
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D’apres [5.] et la continuité décroissante de P (puisque la suite des événements Z,, est décroissante

pour l'inclusion),
P( N zn> = lim P(Zy) =0

n>1

donc I'événement [W = +o0] est bien négligeable.
7.a. En tant que somme d’un nombre fini de variables aléatoires a valeurs dans N, la fonction S, est
bien une variable aléatoire a valeurs dans N.
7.b. Pour tout w € Q, lasérie }_ Uy (w) est une série d’entiers.

Pour qu’une série converge, il faut que son terme général tende vers 0. Comme le terme général
est un entier, il faut donc que le terme général soit nul a partir d’un certain rang.

Réciproquement, si le terme général est nul a partir d'un certain rang, alors la série ) U (w) est
évidemment convergente.

@ Onadonc
SeN=WeN =] z§

n>l

et, par passage au complémentaire,
[S = 400] = [W = +o0] € A.

On déduit de [6.] que P(S = +o00) = 0 et donc que

P(SeN)=1.
. Pour tout s € N, on a donc
[S=sl=[S=sIN[SeN] = | J[S=snZ;
n>l
Or, pour toutn > 2,
S(w) =s S(w) = s
{ w ¢ Z, A {Vk}n, Ux(w) =0
S(w) =s
— Yk>=n, Ug(w)=20
(w) = Sn-1(w)

(puisque le terme général de la série est positif ou nul). On en déduit que

[SzS]z([SzS]ﬂZ?)U(U[Sn1 :smz;)

n>2

Siw ¢ Zy,alors Uy (w) = 0 pour tout k > 1 et par conséquent S(w) = 0.
On a ainsi démontré que

[SZO]:zw(U[sn_1 :omz;)

n>2

et que, pour tout s € IN¥,
[S=sl=JSn1 =sINZ.

n>2

@ On sait par [5.] que les Z,, sont des événements; on a justifié plus haut que [S,, = s] est un
événement pour tout m € N* et tout s € IN; la tribu A est stable par passage au complémentaire, par
intersection et par union dénombrable (c’est son métier de tribu qui veut ¢a...), donc

VseN, [S=s]cA

: Finalement,
Vx e N, S=xle A

et S est bien une variable aléatoire discrete définie sur (QQ, .A) a valeurs dans IN’.
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7.c.  Bien que S ne soit pas une variable aléatoire a valeurs dans N, on a quand méme

+o0
) P(S=1)=P(SeN)=1
i=0

et on peut donc appliquer les résultats du cours sur les séries génératrices : la fonction G est continue
sur le segment [0, 1] (comme somme d’'une série entiére qui converge normalement sur cet intervalle)
et de classe ¥ sur [0, +oo[ (comme somme d’une série entiere dont le rayon de convergence est au
moins égal a 1).

7.d. Nous allons bien stir appliquer 'estimation établie en [3.] :

Vtel0,1], IG(t)— Gn(t) < 2P(S % Sn).

Or N
S(w) =Sn(@)+ Y U(w)
kentl Y
>0
donc

S(w) £ Sn(w) & Tk=n+1, Uelw)#£0

c’est-a-dire
[S#Sul= (J MUk #01=Zns1.

k>n+1

Comme P(Z, ;1) tend vers 0 d’apres [5.], on a bien trouvé un majorant de
|G(t) — Gn(t)]

qui est indépendant de t € [0, 1] et qui tend vers O : la suite (G, )n>1 converge donc uniformément sur
[0, 1] vers G.



