Lycée Pierre CORNEILLE MP/MPI

Probléeme de Mathématiques
Référence pp1510 — Version du 31 décembre 2025

Soit n, un entier supérieur a 2.

Une urne contient (n — 1) boules blanches et une boule noire. On vide 'urne par des tirages suc-
cessifs selon la regle suivante : les tirages d’ordre impair se font sans remise et les tirages d’ordre pair
se font avec remise.

1.a. Quelestle nombre N de tirages effectués pour vider l'urne?
1.b. Pour 1 < j < m, combien reste-t-il de boules dans 1'urne avant le (2j)-ieme tirage? avant le
(2j + 1)-iéme tirage?

Pour 1 < k < N, on note Xy, la variable aléatoire qui décrit le résultat du k-ieme tirage : elle vaut
1 si la boule noire apparait et 0 si une boule blanche apparait.

On désigne enfin par X, le nombre d’apparitions de la boule noire lors de I'ensemble des N tirages.
2.a. Calculer P(X; =1)etP(X; =1).

2.b. Pour1 <j<n,calculer P(X3541 =1) et P(Xy =1).
2.c. En déduire la loi des variables Xj.
3. Pour1 <j < n, onnote Uj, I'événement : la boule noire apparait pour la premiére fois lors du (2j — 1)-
ieme tirage.
3.a. En considérant l'état de I'urne avant le (2n — 2)-iéme tirage, démontrer que P(U,) = 0. Démon-
trer que

n-j
nn—-1)°
3.b. Exprimer I'événement [X = 1] en fonction des événements U; et en déduire la valeur de P(X =
1).

3.c. Démontrer que

vi<j<n, PUy)=

4. Enremarquant que
2n—1
X= Y X
k=T

calculer 'espérance de X.
5. Soit0<ig<n—2.
5.a. Calculer
P(X21+j+1 =1 |X2i+1 = 1)

pour tout 1 <j <2n —2i—2.
5.b. En déduire que
—1
Cov(X2i11,X2i4j11) = -
6. Soit1 <i<n.
6.a. Démontrer que

Vi<k<n—i, PXaok=1[X=1)=

6.b. Démontrer que

Vo<k<n—i, PXapop1 =11Xa1=1) =

6.c. Endéduire que

. . i
V1 < )< 2n — 21, COV(XZi)XZi+j) = m.

7. Démontrer que
2n+Nn-1) 2 “i‘
n? n =]

V(X) =

—.
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Solution % Tirages dans une urne

11 faut remarquer que le modele probabiliste est seulement suggéré par 1'énoncé. On doit donc admettre
qu’il existe un espace probabilisé (Q, A, P) sur lequel sont définies des variables aléatoires Xj, ..., Xn
qui suivent des lois de Bernoulli et décrivent les résultats des tirages successifs.
Le modele probabiliste est caractérisé par la loi de la famille (X;, ..., Xn) et donc par la probabilité
de chacun des événements
Xi=e1lnXa=¢e]N---N[Xn = end

ot (e1,...,en) parcourt {0, 1}N.
On détermine les probabilités

P(X; =¢1,...,Xn = &N)

en se ramenant a des calculs de probabilités conditionnelles par la formule des probabilités composées :

N
P(X; 281)HP(X1251\X1 =e1,...,Xi—1 = €i—1).
im2

On peut attribuer des valeurs raisonnables a P(X; = ¢1) eta
PXi=¢ei | Xi=¢1,...,Xi1 =¢&i1)

en suivant un principe simple : comme on ne voit pas pourquoi chaque n’aurait pas la méme probabilité
d’étre tirée, on supposera qu’a chaque tirage, chaque boule aura la méme probabilité d’étre tirée.
Conditionner par I'événement

Xi=¢1,..., Xiz1 = €i-1]

permet de connaitre la composition de I'urne apres les (i — 1) premiers tirages et donc d’en déduire, au
moyen de notre hypothése d’équiprobabilité, la probabilité conditionnelle de tirer une boule noire lors
du i-ieme tirage.
1.a. Pour viderl'urne, il faut retirer chacune des n boules qui y sont placées au début de I'expérience.

Les tirages de rang impair (2k + 1) (avec k > 0) enlevent chacun une boule de 1'urne; les tirages de
rang pair 2k (avec k > 1) ne modifient pas la composition de l'urne.

11 faut donc effectuer n tirages de rang impair, soit 0 < k < n : la derniere boule est retirée lors du
tirage de rang

2m—1)+1=2n—1,

qui est donc le dernier tirage. Ainsi, N =2n — 1.
1.b. Avant le (2j)-iéme tirage, on a effectué les tirages de rang

1=2x0+41,23=2x1+41,...,2j—1=2(—1)+1.

On a donc effectué les tirages de rang impair (2k + 1) avec 0 < k < j : autrement dit, on a effectué j
tirages de rang impair, donc on a retiré exactement j boules.

Il reste (n —j) boules avant le (2j)-iéme tirage.

Comme le (2j)-iéme tirage est un tirage de rang pair, il s’agit d'un tirage avec remise. Il reste donc
encore (n —j) boules avant le (2j + 1)-iéme tirage.
2. Comme les Xy sont, par hypothese, des variables aléatoires, alors [Xx = 0] et [Xx = 1] sont des
événements et pour alléger les notations, nous noterons respectivement

Bx et Ny au lieu de X =0] et [Xi=1]

pour signifier qu’on tire une boule blanche (resp. noire) lors du k-ieme tirage.
2.a. L’événement [X; = 1] signifie qu’on tire une boule noire dans une urne constituée de n boules
dont une seule est noire. Nous ferons donc I'hypothese que

a ['événement [X, = 1] signifie qu’on retire une boule de I'urne avant de tirer une boule noire parmi
les (n — 1) boules restantes : la boule retirée doit étre blanche. En termes ensemblistes,
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et par conséquent
Xy =1]=[X; =0In[X; =1

D’apres la formule des probabilités totales et 'hypothese précédente sur la loi de X;,
P(X2=1)=P(X; =0)P(Xz =1|X; =0)
~ (1 —l)P(x2:1 | X1 = 0).
n

Sachant qu’on a retiré une boule blanche, on tire une boule dans une urne contenant (n — 1) boules
dont une seule est noire et nous ferons donc I’hypothese (cohérente avec I’hypothese précédente) que

1
PX;=1|Xy=0)= ——.
n—1

Par conséquent,

n n-1 n

2.b. Sion tire une boule noire lors du (2j)-ieme ou du (2j 4 1)-iéme tirage, alors il faut avoir tiré des
boules blanches lors des tirages de rang (2k 4 1) pour 0 < k < j : autrement dit, les événements N; et
N3;41 sont contenus dans I'événement

j—1

Aj = ﬂ Baxi1

k=0
donc sz = Aj N sz et Nz]ur] = Aj n N2j+1 .

@ Si I'événement A;j est réalisé, on a retiré j boules blanches de 1'urne, qui contient donc (n — j)
boules dont une seule est noire. La composition de 1'urne reste la méme lors du (2j)-ieme tirage et du
(2j + 1)-iéme tirage, donc

1
P(N2j | Aj) = P(Ngj1 [ Aj) = —
n-j
toujours pour rester cohérent avec notre hypothese d’équiprobabilité des tirages.
@ Jlnous reste a calculer P(A;) a l’aide de la formule des probabilités composées.
On a dit pourquoi P(By) =P(X; =0) = (n—1)/n. Pour 1 <k <j,

n—k—1

P(Baki1 [BoN---Bak—1) =P(Baiy1 | Ax) =
n—k

puisque 'urne contient (n — k) boules avant le (2k + T)-iéme tirage et que, sachant qu’on a retiré k
boules blanches, il y reste une boule noire et (n — k — 1) boules blanches.

On en déduit que

_n-— 1)171 k—|—1 n—j

n oon
k=1

et finalement que

PXzj1=1)=PXgy=1)= — —— = —.
n

2.c. D’apres ce qui précede, les variables Xy suivent toutes la loi de Bernoulli de parametre 1/,.
3.a. Avantle (2n — 2)-iéme tirage, il ne reste plus qu’une seule boule (n — (n — 1) = 1). De deux
choses 1'une :
— Si cette boule est blanche, c’est qu’on a déja tiré la boule noire (4 un tirage de rang impair);
— Si cette boule est noire, elle sera tirée lors du (2n — 2)-ieme tirage.
Dans les deux cas, la boule noire est tirée de 1'urne avant le (2n — 1)-iéme (et dernier) tirage, donc
U, = @ et par conséquent P(U,,) = 0.
@ Soit maintenant 1 < j < n. Par définition de U;,

Uj=B1ﬂBzﬁ'--ﬂsz_zﬂsz_1

(on obtient une boule blanche lors des (2j — 2) premiers tirages et une boule noire pour la premiere fois
lors du (2j — 1)-iéme tirage) et nous allons encore appliquer la formule des probabilités composées.

On sait que

n—1
P(B1):T-
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Par un raisonnement analogue a celui du 2.b.,

1

P(Noj—1 [BiNB2N---NByj_3NByj_2) = ————
n—@G-—1)

(il s’agit de tirer une boule noire dans une urne qui ne contient plus que [n — (j — 1)] boules dont une
seule est noire) et, pour 1 < k < j,

n—k—1
n—%k

n—k—1
n—k

P(Box IBiNB2N---NBaxx—1) =
P(Baky1 IBiNB2N---NBxx—1 NBx2) =

(il s’agit dans les deux cas de tirer une boule blanche dans une urne qui ne contient plus que (n — k)
boules dont une seule n’est pas blanche). On en déduit que P(U;) est égale a

e [T ) M

k=

-

—_

donc (simplification télescopique)

1 1 ) n—j

P(Uj)—g~ﬁ~(n—]+1—1)—m.

3.b. On n’a pas démontré que X était bien une variable aléatoire, donc on ne sait pas encore que [X = 1] est
un événement. On va démontrer cette propriété en exprimant [X = 1] a 'aide des événements U,;.

Comme on vide l'urne, la boule noire est tirée au moins une fois (lorsqu’on la retire de l'urne). La
fonction X prend la valeur 1 lorsque la boule noire est tirée une seule fois, ce qui signifie qu’elle est tirée
pour la premiere (et derniere) fois lors d'un tirage de rang impair (sitot tirée, sitot retirée de 'urne).

Autrement dit,

X=1=U, UUy - U Uy,

ce qui prouve au passage que [X = 1] € A, et par o-additivité de P,

n—1 n—1 n—1
oy -~ n—j k
P(X_”_ZP(U])_ n(n—1)_Zn(n—1)
j=1 j=1 k=1
donc 1

3.c. Lafonction X prend la valeur n lorsque la boule noire est tirée n fois lors des N = 2n + 1 tirages.
Comme les n tirages de rang impair se font sans remise, cela signifie que la boule noire apparait lors des
(n—1) tirages de rang pair et du dernier tirage de rang impair et que les boules blanches apparaissent
lors des (n — 1) premiers tirages de rang impair. Autrement dit

X=n]=B1NN2NB3NANsN---NBan_3NNon_2 NNy

ce qui prouve que [X =n] € A.
On reprend donc le raisonnement des 2.b. et 3.a. :

P(By) ="

P(sz | B4 ﬂNzﬂ”'ﬂszfzﬁBz];]):n

P(B2j+1 [BiNNzN---NBaj—1 NNyj) =
P(N2n 1 [B1NN2N---NB2n-3N N2y 2) =1
d’oi1 'on déduit que P(X =n) est égale a
n—2

n—1 n—j—1 1 . (n=1)
m [)-H1 (n—j)z]n—(n—n'“mm—nuz
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c’est-a-dire :
PX=n)=—.
n!
4. Les variables Xy sont des variables de Bernoulli (égales a 0 ou a 1), donc la somme des Xy est égale
au nombre des Xy qui prennent la valeur 1, c’est-a-dire au nombre de fois ot1 la boule noire a été tirée.

Par conséquent,
2n—1

X= ) X,
k=1

ce qui prouve (enfin!) que X est bien une variable aléatoire (en tant que somme de variables aléatoires).
Par linéarité de 1’espérance,

2n—1

EX) = 3 E(x) =
k=1

car chaque Xy suit la loi de Bernoulli de parametre /5.
5.a. Par 2.b., la probabilité de [X,i11 = 1] n’est pas nulle, donc on peut légitimement conditionner
par cet événement.

Si cet événement est réalisé, la boule noire est retirée de 1'urne apres le (2i + 1)-iéme tirage et ne
pourra donc plus étre tirée par la suite. Donc

V1 <j <2n—2i—2, [X21+j+1 =1IN [X21+1 =1=0

(il faut que 2i +j + 1 < 2n — 1) et la probabilité conditionnelle cherchée est donc nulle.
5.b. D’apres la formule de Koenig-Huyghens,

Cov(Xy, X¢) = E(XiXe) — E(Xi) E(Xy).

D’apreés la question précédente, les deux variables de Bernoulli X,; 1 et X2i4j+1 ne peuvent étre égales
a 1 simultanément, donc le produit Xi; 1Xi4j+1 est identiquement nul et

—1
Cov(Xzi1, X21+j+1) =—E(Xzi41) E(X21+j+1) = 2

d’apres 2.c.

6.a. Sachant que I'événement [X,; = 1] est réalisé, on a effectué les 2i premiers tirages en ne retirant

de I'urne que des boules blanches : on en a enlevé i, il reste donc (n —1i) boules dont une seule est noire.
Tout se passe donc comme si on calculait la probabilité d’obtenir une boule noire lors du (2k)-iéme

tirage dans une urne contenant initialement (n — i — 1) boules blanches et une boule noire. D'apres 2.,

1

PXziz2k =11Xo1=1) = -
n—i

6.b. De méme, tout se passe comme si on calculait la probabilité d’obtenir une boule noire lors du
(2k+T1)-iéme tirage dans une urne contenant initialement (n—i—1) boules blanches et une boule noire.
On applique donc le résultat trouvé au 2. en substituant (n —1i) an.

1

n—i

P(Xzizokt1 =11 X1 =1) =

6.c. Comme X»; et Xi4; sont des variables de Bernoulli, leur produit X,;X5i; est encore une va-
riable de Bernoulli, donc

E(X2iX2i45) = P(X2iX2i45 = 1) = P(X21 = 1, X2145 = 1)
et d’apres la formule des probabilités totales et la question précédente,

E(X2iX2i45) =P(X2i = ) P(Xa145 =1 [ X21 =1)
1 1

Tn on—1i

On déduit alors de la formule de Koenig-Huyghens que

1 1 i
Cov(Xzi, Xa14j) = Tn-1 2 nZm-1)
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7. On sait calculer la variance d’une somme de variables aléatoires :

2n—1

=) VXJ)+2 ) Cov(Xj,Xu).
k=1

1<j<k<2n—1

Comme les Xy sont des variables de Bernoulli de parametre 1/,
Z V(Xe) = (2n—1)V(X;)

:(Zn—n-%.@_l)

n
2n—=1)n—-1)
Y B
On scinde la seconde partie de I'expression en sommant d"une part sur les indices j qui sont pairs (j = 2i
etk=2i+Lfpourl <i<n):

(2n—2i— 1)

Z Cov(Xzi, X2i4¢) = o)

1<e<2n—21
et en sommant d’autre part sur les indices j qui sont impairs (j = 2i+1 etk = 2i+{+1pour 0 <i < n—2):

—(2n—2i-2)

Cov(Xzit1, Xai4e41) = .

1<e<2n—2i—2

La contribution des indices j pairs est donc égale a

La contribution des indices j impairs est égale a

nZZ—(Zn—Zi—Z) —2(n—1)2+ 2 (n-2)(n-1)

La variance de X est donc égale &
2n-Nn-1) 2 i
n? n &~
(ne pas oublier le facteur 2!), c’est-a-dire a

2n+1)(n 2“Z

n? n

par une derniére application de I'astuce taupinale...



