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Feuille d’exercices : Probabilités discrètes

Probabilités finies et discrètes

Exercice 1 (CCINP)

1. On dispose de 100 dés dont 25 sont pipés. Pour chaque dé pipé, la probabilité d’obtenir le chiffre 6 lors d’un lancer

vaut
1

2
.

(a) On tire un dé au hasard parmi les 100 dés. On lance ce dé et on obtient le chiffre 6. Quelle est la probabilité
que ce dé soit pipé ?

(b) Soit n P N˚. On tire un dé au hasard parmi les 100 dés. On lance ce dé n fois et on obtient n fois le chiffre 6.
Quelle est la probabilité pn que ce dé soit pipé ?

(c) Déterminer lim
nÑ`8

pn. Interpréter ce résultat.

Exercice 2 (Mines) Soit E un ensemble fini de cardinal n.

1. Dénombrer le cardinal de l’ensemble des couples pX,Y q P PpEq2 tels que X Ă Y .

2. Une urne contient n boules. On en tire une poignée aléatoirement, on remet les boules dans l’urne et on en tire
une deuxième poignée. Quelle est la probabilité pour qu’aucune boule n’ait été tirée deux fois ?

3. On tire indépendamment deux parties A et B de E et l’on définit les variables aléatoires I “ |AXB| et U “ |AYB|.
Quelle est la loi de I ? Montrer que I et U admettent des variances et les calculer.

Exercice 3 (Mines) Soit pΩ, T ,Pq un espace probabilisé.

1. Soient A1 et A2 dans T . Calculer P pA1 YA2q ` P
`

A1 YA2

˘

` P
`

A1 YA2

˘

` P
`

A1 YA2

˘

.

2. Soient A1, . . . , An dans T . On pose Γ “ tA1, A1u ˆ . . .ˆ tAn, Anu. Calculer

ÿ

pB1,...,BnqPΓ

P pB1 Y . . .YBnq .

Exercice 4 (Mines) * Soit n P N , un entier naturel supérieur à 2. On définit une probabilité uniforme sur l’ensemble
t1, 2, . . . , nu. Pour un entier p divisant n, on introduit l’événement Ap “ t1 ď k ď n{p divise ku

1. Calculer PpApq.
2. Soient p et q deux diviseurs de n. On suppose que p et q sont premiers entre eux. Montrer que les événements
Ap et Aq sont indépendants. Plus généralement montrer que si p1, . . . , pr sont des diviseurs deux à deux premiers
entre eux alors, les événements Ap1 , . . . , Apr sont indépendants.

3. On note
B “ t1 ď k ď n{k et n sont premiers entre euxu

Montrer ppBq “
ź

p diviseur
premier de n

ˆ

1´
1

p

˙

.

4. En déduire la formule usuelle pour ϕpnq.

Exercice 5 (Mines-Centrale) *

1. Pour s ą 1 on note ζpsq “
ÿ

ně1

1

ns
. Et on pose Ps qui, à A Ă N˚, associe PspAq “

1

ζpsq

ÿ

kPA

1

ks
¨ Montrer que Ps est

une probabilité.

2. Calculer l’image par PspAnq où An désigne l’ensemble des multiples d’un entier n.

3. On note ppnq la suite des nombres premiers ; montrer que les évènements Apn pour n P N˚, sont mutuellement
indépendants pour Ps.

4. En déduire que
1

ζpsq
“

ź

iě1

`

1´
1

pi

˘

.

5. Montrer que
ÿ

ně1

1

pn
diverge.

Exercice 6 (ENS) * Soient A,B deux événements d’un espace probabilisé. Montrer que |PpAXBq´PpAqPpBq| ď 1{4.
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Autour des urnes

Exercice 7 (Mines) Soit p Ps0, 1r. On tire avec remise dans une urne contenant une proportion p de boules blanches
et 1´ p de boules noires. Donner la loi du nombre de tirages nécessaires pour obtenir n boules blanches.

Exercice 8 (Mines) * Une urne contient deux boules, une rouge et une blanche. À chaque étape, on pioche une
boule, on note sa couleur, et on la remet dans l’urne avec deux nouvelles boules de sa couleur.

1. Quelle est la probabilité de piocher n boules rouges en n étapes ?

2. Quelle est la probabilité de ne piocher que des boules rouges, indéfiniment ?

3. On modifie le jeu. Au lieu de rajouter deux boules de la couleur de la boule piochée, on en rajoute p ě 2. Quelle
est la probabilité de ne piocher que des boules rouges, indéfiniment ?

4. Donner un équivalent de la probabilité πn de piocher n boules rouges au bout de n étapes pour n tendant vers
l’infini.

Exercice 9 (Mines) Soit n ě 3. On dispose d’une urne pourvue de n boules numérotées de 1 à n. On tire les boules
sans remise jusqu’à ce que les boules 1, 2 et 3 soient sorties. On note X le nombre de boules tirées.

1. Calculer la probabilité que les boules 1, 2 et 3 sortent consécutivement et dans cet ordre.

2. Calculer la probabilité que les boules 1, 2 et 3 sortent dans cet ordre, consécutivement ou pas.

3. Déterminer la loi et l’espérance de X.

Exercice 10 (Mines)

1. Soient p et q dans N tels que p ď q. Montrer que
q
ÿ

k“p

ˆ

k

p

˙

“

ˆ

q ` 1

p` 1

˙

.

2. Une urne contient b boules blanches et r boules rouges. On retire les boules une à une et on note X le nombre de

tirages nécessaire pour retirer toutes les boules blanches. Montrer que, pour n P N˚, PpX “ nq “

`

n´1
b´1

˘

`

r`b
b

˘ .

3. Caculer EpXq et VpXq.

Exercice 11 (Mines) * Soit n P N˚. Une urne contient 2n boules numérotées 1, . . . , 2n. On effectue n tirages sans
remise.

1. Déterminer la probabilité de tirer, dans cet ordre, 1, 3, 5, . . . , 2n´ 1.

2. Déterminer la probabilité de tirer, pas forcément dans cet ordre, 1, 3, 5, . . . , 2n´ 1.

3. Déterminer la loi de la variable aléatoire X donnant le rang du dernier numéro impair obtenu. Calculer EpXq.

Exercice 12 (ULSR) * Dans une urne, on a n boules noires et n boules blanches. On les tire indépendamment et
uniformément sans remise jusqu’à ce qu’il n’y ait plus que des boules d’une seule couleur. Quel est l’ordre de grandeur
du nombre de boules restantes : Op1q, lnpnq,

?
n ou n ?

Exercice 13 (Mines) * Soit N P N˚. Une urne contient 2N boules blanches et N noires. On effectue des tirages avec
remise et on note X le nombre de tirages nécessaires pour avoir deux boules blanches consécutives. Pour n P N˚, soit
un “ PpX ě nq.

1. Trouver une relation de récurrence vérifiée par punqně1.

2. Déterminer la loi de X.

3. Montrer que X possède un moment à tout ordre.

4. Calculer EpXq et VpXq.

Autour du jeu de pile ou face

Exercice 14 (ENS) * On effectue une série infinie de lancers de pile ou face équiprobables. On définit les variables
aléatoires TFF et TPF donnant respectivement le rang de la première apparition de FF et de la première apparition
de PF . : TPF “ min ti ě 2, Xi “ F et Xi´1 “ P u si cet ensemble est fini, `8 sinon. Montrer que TFF et TPF sont
presque sûrement finis et déterminer leurs espérances. Généraliser.

Exercice 15 (Centrale)

1. Montrer que X3 ´X2 ´X ´ 1 “ pX ´ aqpX ´ bqpX ´ bq avec a Ps1, 2r, b P CzR et |b| ă 1.

2. On lance une infinité de fois une pièce équilibrée. On note pn la probabilité pour que la séquence PPP apparaisse
pour la première fois au n-ième lancer. Exprimer pn`3 en fonction de pn, pn`1, pn`2.

3. Donner une expression et un équivalent de pn.
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Exercice 16 (X) On procède à une suite infinie de tirages à pile ou face avec une pièce équilibrée. Alice gagne à
l’instant n lorsque, pour la première fois à cet instant, la séquence FFP est apparue alors que la séquence FPP n’est
pas encore apparue auparavant. Bernard gagne à l’instant n lorsque, pour la première fois à cet instant, la séquence
FPP est apparue alors que la séquence FFP n’est pas encore apparue auparavant. On note αn la probabilité qu’Alice
gagne à l’instant n. Déterminer un équivalent de αn lorsque n tend vers `8.

Exercice 17 (Paris) On lance une pièce équilibrée jusqu’à ce que le nombre de Pile soit égal au double du nombre
de Face. Quelle est la probabilité de ne jamais s’arrêter ?

Exercice 18 (L) On jour à pile ou face avec une pièce pipée : la probabilité de tomber sur pile vérifie p ă
1

2
. On

effectue plusieurs lancers à la suite. Notre score est le nombre de fois où l’on est tombé sur pile. On gagne le jeu si, au
bout de 2n lancers, le score est supérieur à n` 1. Trouver n qui maximise la probabilité de gagner le jeu au bout de 2n
lancers.

Lois marginales - Lois conjointes

Exercice 19 (CCINP) On considère X et Y deux variables aléatoires telles que pour tout pi, jq P rr1, n ` 1ss2,

PpX “ i, Y “ jq “ ai,j “ λ

ˆ

n

i´ 1

˙ˆ

n

j ´ 1

˙

, où λ P R˚`.

1. Montrer que λ “
1

4n
.

2. Déterminer les lois de X et de Y .

3. Les variables X et Y sont-elles indépendantes ?

4. Trouver à l’aide de la variable aléatoire X ´ 1 l’espérance et la variance de X.

Exercice 20 (Mines-Ponts) Soient a P R`˚ et p P s0, 1r zt1{2u. On considère des variables aléatoires X et Y à

valeurs dans N telles que PpX “ k, Y “ nq “ a
p1´ pqn´k

2n
1kďn

1. Calculer a, puis les lois de X et Y .

2. Calculer, si elles existent, l’espérance et la variance de X et Y .

3. Calculer la covariance de X et Y . Les variables aléatoires X et Y sont-elles indépendantes ?

Exercice 21 (Mines-Ponts) Soient a P s0, 1r, b ą 0 et pX,Y q un couple de variables aléatoires à valeurs dans N2 tel

que : @pi, jq P N2, PpX “ i, Y “ jq “
e´bbiajp1´ aqi´j

j!pi´ jq!
1iěj .

1. Déterminer les lois de X et Y .

2. Les variables aléatoires X et Y sont-elles indépendantes ?

3. Déterminer la loi de Z “ X ´ Y .

4. Les variables aléatoires Y et Z sont-elles indépendantes ?

Exercice 22 (CCINP) Soient λ et µ dans R`˚, X et Y deux variables aléatoires indépendantes suivant respective-
ment les lois Ppλq et Ppµq. Déterminer, si n P N, la loi de X conditionnellement à l’événement pX ` Y “ nq.

Exercice 23 (CCINP) Soient n P N˚, X,Y, Z trois variables aléatoires indépendantes suivant chacune la loi uniforme
sur rr1, nss.

1. Pour k P rr1, nss, déterminer PpX ` Y “ kq.

2. Même question pour k P rrn` 1, 2nss.

3. En utilisant la formule des probabilités totales, déterminer PpX ` Y “ Zq.

4. Déterminer PpX ` Y ` Z “ nq.

Autour des variables aléatoires discrètes usuelles

Exercice 24 (CCINP-Mines-Centrale) * On donne des variables aléatoires indépendantes T et pXiqiPN, T suivant
une loi de Poisson de paramètre λ ą 0. Pour i P N, Xi suit une loi de Bernoulli de paramètre p, avec p Ps0, 1r.

On note S “
T
ÿ

i“1

Xi (S dénote le nombre de succès). On notera de même E le nombre d’échecs.

1. Montrer que S est une variable aléatoire (on pourra décrire l’événement pS “ nq sans chercher à calculer sa
probabilité).

2. Montrer que S suit une loi de Poisson de paramètre λS que l’on déterminera.

3



3. Admet-elle une espérance ? Si oui que vaut-elle ?

4. En déduire, sans calcul, que E suit également une loi de Bernoulli de paramètre λE que l’on explicitera. Montrer
que S et E sont indépendantes.

5. (a) Une usine comporte deux châınes de production, A qui produit 60% des objets, et B le reste. Un objet issu
de A a une probabilité de 0, 1 d’être défectueux, probabilité qui vaut 0, 2 si l’objet provient de B.

Donner la probabilité pour qu’un objet choisi au hasard soit défectueux.

(b) Donner la probabilité pour qu’un objet constaté défectueux provienne de A.

(c) On suppose que le nombre d’objet YA produit par A en une heure, suit une loi de poisson de paramètre
λ “ 20 ; donner la loi du nombre d’objets défectueux XA produits par A en une heure.

Exercice 25 (Mines) Soient X1, . . . , Xn des variables aléatoires indépendantes suivant la loi de Bernoulli de para-
mètre p. On pose D “ DiagpX1, . . . , Xnq et M “ P DP´1 avec P P GLnpRq.

1. Lois et espérances de TrpMq, detpMq et rgpMq ?

2. Probabilité pour que les sous-espaces propres de M aient tous la même dimension ?

3. Soit U “ pX1, . . . , Xnq et A “ tU U . Donner la loi des coefficients de A. Donner la loi de TrpAq et rgpAq.

Exercice 26 (Mines-CCINP-Saint Cyr) * Soit p P s0, 1r. On pose q “ 1 ´ p. On se donne une suite de variables
aléatoires indépendantes pXnq suivant une loi géométrique de paramètre p.

1. Soit i P rr1, N ss. Soit n P N˚. Déterminer P pXi ď nq et PpXi ą nq.

2. On considère les variables U et V définies par U “ maxpX1, X2q et V “ minpX1, X2q. Déterminer la loi du couple
pU, V q et les lois de U et de V . U et V sont-elles indépendantes ?

3. Déterminer la loi de U ` V et calculer son espérance.

4. Soit N ě 2. On considère la variable aléatoire Y définie par Y “ min
1ďiďN

pXiq, c’est à dire : @ω P Ω, Y pωq “

min pX1pωq, ¨ ¨ ¨ , Xnpωqq.

(a) Soit n P N˚. Calculer PpY ą nq. En déduire PpY ď nq, puis PpY “ nq.

(b) Reconnâıtre la loi de Y . En déduire EpY q.

5. On pose Zn “ max
1ďiďn

Xi. Trouver un équivalent de EpZnq quand n tend vers l’infini.

Exercice 27 (Mines) On considère X,Y deux variables aléatoires réelles indépendantes sur le même espace proba-
bilisé Ω. On suppose que X suit une loi de Poisson. Montrer que Y suit une loi de Poisson si et seulement si X `Y suit
une loi de Poisson.

Exercice 28 (Centrale) Soient X et Y deux variables aléatoires indépendantes qui suivent une loi géométrique de

paramètre p. Déterminer la loi de
X

Y
.

Exercice 29 (X) Soit n P N˚.

1. On note Jn la matrice p1j”i`1 rnsq1ďi,jďn. Déterminer les valeurs propres et les vecteurs propres de Jn.

2. On suppose que n est premier et on admet que
n´1
ÿ

k“0

Xk est irréductible sur Q. On se donne pXkq0ďkďn´1 une suite

i.i.d. de variables de Rademacher. Soit M la matrice aléatoire
¨

˚

˚

˚

˚

˚

˚

˚

˝

X0 X1 X2 ¨ ¨ ¨ Xn´1

Xn´1 X0 X1
. . .

...
...

. . .
. . .

. . . X2

X2
. . .

. . . X1

X1 X2 ¨ ¨ ¨ Xn´1 X0

˛

‹

‹

‹

‹

‹

‹

‹

‚

.

Déterminer PpM P GLnpRqq.

Exercice 30 (SR) On considère X et Y deux variables aléatoires indépendantes telles que X „ Ppλq et pour tout

k P N, PpY “ kq “ p1´ pqkp. On considère A “

ˆ

X X ` Y
0 Y

˙

.

1. Montrer que PpX “ Y q “
ÿ

kPN
PpX “ kqPpY “ kq.

2. Calculer EprgpAqq.
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3. Calculer PpA P GL2pZqq ; la comparer à PpA P GL2pRqq.
4. Calculer PpA P SO2pRqq.

5. Si on note Ã “

ˆ

X X ` Y
X ´ Y Y

˙

, que vaut PpÃ P SO2pRqq ?

6. Soit z P R. On considère A1 “

ˆ

X X ` Y
z Y

˙

, que vaut PpA1 P SO2pRqq ?

7. Que vaut PpADZq ?

8. Soit pXi,jq variables aléatoires iid suivant la loi uniforme sur t´1, 0, 1u. Que vaut PppXi,jq P OnpRqq ?

Exercice 31 (X) * Pour n P N˚, An (resp. Bn) est une variable aléatoire à valeurs dans MnpRq dont les coefficients
sont indépendants et suivent une loi uniforme sur t0, 1u (resp. t´1, 1u). On note pn “ P pAn P GLnpRqq et qn “
P pBn P GLnpRqq.

1. Montrer que qn`1 “ pn pour tout n P N˚.

2. Montrer que, pour tout n P N˚, pn ě
n
ź

k“1

ˆ

1´
1

2k

˙

.

Variables aléatoires discrètes

Exercice 32 (Mines) Soient X et Y deux variables aléatoires réelles indépendantes. On suppose qu’il existe une
fonction f de R dans R telle que Y “ fpXq. Que dire de Y ?

Exercice 33 (Mines) Soient X,Y deux variables aléatoires discrètes indépendantes positives telles que X „ Y et
X ` Y „ 2X. Montrer que X est constante.

Exercice 34 (Mines-ENS)

1. * Que peut-on dire d’une variable aléatoire indépendante d’elle-même ?

2. (ENS) Soit pa, bq P R` ˆ R˚. Soit une variable aléatoire discrète réelle telle que X „ aX ` b. Montrer que X est
presque sûrement constante.

Exercice 35 (SR) * On dit qu’une variable aléatoire discrète (vad) est décomposable s’il existe deux vad indépen-
dantes et non p.s. constantes telles que Y ` Z et X suivent la même loi.

1. Pour quels p Ps0, 1r, une vad suivant une loi de Bernoulli de paramètre p est-elle décomposable ?

2. Pour quels p Ps0, 1r et quels n P N˚, une vad suivant une loi binomiale de paramètres pn, pq est-elle décomposable ?

3. À l’aide de l’étude de la factorisation en irréductibles de T 4 ` 2T ` 1, montrer qu’il existe une vad décomposable
X telle que X2 ne soit pas décomposable.

Exercice 36 (Ulm) Soit pXnqnPN une suite de variables aléatoires indépendantes suivant toutes la loi uniforme sur
t´1, 1u. Soit λ P s0, 1r.

1. Montrer que, pour tout réel t, l’ensemble At “

˜

`8
ÿ

n“0

λnXn ď t

¸

est un événement.

2. Montrer que la fonction t P R ÞÑ PpAtq est continue.

Exercice 37 (Ulm) * Soient p un nombre premier, n P N˚, P et Q deux variables aléatoires indépendantes suivant la
loi uniforme sur l’ensemble des polynômes unitaires de degré n de Z{pZrXs. Calculer PpP ^Q “ 1q.

Exercice 38 (ENS) Soit α P R`˚zQ. Soit pXkqkě1 une suite de variables i.i.d suivant la loi de Bernoulli de paramètre
1{2. On pose Sn “ X1 ` ¨ ¨ ¨ ` Xn. On pose ekpxq “ e2iπkx pour k P Z et l’on admet que VectpekqkPZ est dense dans
l’espace vectoriel des fonctions continues et 1-périodiques de R vers C, lorsqu’il est muni de la norme uniforme. Soient
a et b deux réels tels que 0 ă a ă b ă 1.

Montrer que P
`

αSn ´ tαSnu P ra, bs
˘

Ñ b´ a.

Exercice 39 (ENS) Pour x P R, soit txu “ x´ txu. Une suite réelle pxnqnPN est dite équirépartie modulo 1 lorsque,

pour tous a ă b dans r0, 1s,
1

n

ˇ

ˇ

 

k P rr1, nss, a ď txku ď b
(
ˇ

ˇ ÝÑ
nÑ`8

b´ a. On admet que cette condition est équivalente à

@p P N˚,
1

n

n
ÿ

k“1

e2ipπxk ÝÑ
nÑ`8

0.

1. Soit α un irrationnel. Montrer que la suite pnαqnPN est équirépartie modulo 1.
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2. On fixe pi, jq P N˚ ˆ rr0, 9ss. Pour tout n P N˚, on se donne une variable aléatoire Xn suivant la loi uniforme sur
rr1, nss, et on note βn la probabilité de l’événement : le i-ème chiffre de 2Xn en base 10 (en partant de la gauche)
est j. Montrer que pβnqn converge et préciser sa limite.

Exercice 40 (ENS) Étant donné n P N˚, on considère deux variables aléatoires indépendantes Xn et Yn suivant
la loi uniforme sur Sn, et on considère l’événement An “ tω ; @j P rr1, nss, Dσ P xXnpωq, Ynpωqy, σp1q “ j

(

(où
xXnpωq, Ynpωqy désigne le sous-groupe engendré par les éléments Xnpωq et Ynpωq), et on note pn sa probabilité. Montrer
que pn tend vers 1 lorsque n tend vers `8.

Éspérances de variables aléatoires : calculs explicites

Exercice 41 (CCINP) On considère X1,1, X1,2, X2,1, X2,2, variables aléatoires, indépendantes, identiquement dis-

tribuées, vérifiant P pXi,j “ ´1q “ P pXi,j “ 1q “
1

2
et on note M “

1
?

2

ˆ

X1,1 X1,2

X2,1 X2,2

˙

.

1. Déterminer EpdetMq et V pdetMq ; que dire de detM et ´detM ?

2. Donner la probabilité que M soit orthogonale, celle qu’elle soit inversible puis celle qu’elle soit diagonalisable.

Exercice 42 (Mines) On dispose de n chapeaux et n tiroirs. On range aléatoirement chaque chapeau dans un des
tiroirs (chaque tiroir pouvant contenir jusqu’à n chapeaux). On note Xk la variable aléatoire donnant le numéro du
tiroir dans lequel est rangé le chapeau numéro k. On note Zn la variable aléatoire donnant le nombre de tiroirs vides à
l’issue du rangement.

1. Calculer espérance et variance de Zn.

2. Déterminer un équivalent de EpZnq et de VpZnq lorsque n tend vers `8.

Exercice 43 (Mines) On considère trois variables aléatoires indépendantes deux à deux : X „ Bppqq, Y „ Gpaq et
Z „ Ppλq.

1. On définit une nouvelle variable aléatoire U telle que Upωq “

#

0 si Xpωq “ 0

Y pωq sinon
. Calculer l’espérance et la

variance de U .

2. On définit une nouvelle variable aléatoire V telle que V pωq “

#

Y pωq si Xpωq “ 0

Zpωq sinon
. Calculer l’espérance et la

variance de V .

Exercice 44 (Centrale) * On considère des paquets de cartes, tous identiques, contenant chacun r cartes différentes
(numérotées de 1 à r). On tire succesivement une carte dans chacun des paquets, et on note pXkqkPN les résultats des
tirages. Ainsi les Xk sont des variables aléatoires uniformes sur t1, . . . , ru, indépendantes.
Et on note pour i P t1, . . . , ru, Ti “ min tk P N, Card ptX1pwq, . . . Xkpwquq “ iu. Et T “ Tr.

1. Déterminer si les pTiq sont indépendantes.

2. Loi de Yi “ Ti ´ Ti´1 en calculant d’abord PpYi “ k|Ti´1 “ tq.

3. En déduire l’espérance de T , et montrer que celle-ci est équivalente (pour r tend vers l’infini) à r ln r.

Exercice 45 (L) * Soit n P N˚. On met n cartes différentes dans un bôıte et un joueur les tire uniformément avec
remise. Donner l’espérance du nombre de tirages nécessaires pour avoir pioché au moins une fois chaque carte.

Exercice 46 (X) Soient n P N˚, pXkqkě1 une suite de variables aléatoires i.i.d. suivant chacune la loi uniforme sur

"

k

n
; k P t0, . . . , n´ 1u

*

.

On pose, pour k P N˚, Sk “ X1 ` ¨ ¨ ¨ `Xk.

1. Montrer que Z : ω ÞÑ inftk P N˚, Skpωq ě 1u est presque sûrement finie.

2. Calculer EpZq.

Éspérances de variables aléatoires : propriétés générales

Exercice 47 (TPE) Soit X une variable aléatoire admettant un moment d’ordre 2.

1. Trouver m P R minimisant x P R ÞÑ EppX ´ xq2q.

2. Soit pa, bq P R2 avec a ă b. On suppose que PpX P ra, bsq “ 1. Montrer que VpXq ď
pb´ aq2

4
.

6



Exercice 48 (Mines) * Soit X une variable aléatoire réelle positive d’espérance finie ; montrer que, lorsque xÑ `8,
PpX ě xq “ op1{xq. Ind. Commencer par le cas où XpΩq Ă N.

Exercice 49 (Mines) Soient X,Y deux variables indépendantes et de même loi à valeurs strictement positives. Mon-
trer que EpX{Y q ě 1.

Exercice 50 (ULCR) Dans tout l’exercice, les variables aléatoires considérées sont supposées réelles, discrètes et à
loi de support fini. Pour deux telles variables X et Y , on note X ďc Y pour signifier que EpfpXqq ď EpfpY qq pour
toute fonction convexe f : RÑ R.

1. Soient X une variable aléatoire vérifiant les conditions de l’exercice et f : RÑ R convexe. Montrer que fpEpXqq ď
EpfpXqq.

2. Donner un exemple non trivial (X ‰ Y ) de deux variables aléatoires X et Y de même support telles que X ďc Y .

3. Montrer que si X ďc Y alors EpXq “ EpY q et VpXq ď VpY q.

4. Montrer que X ďc Y si et seulement si EpXq “ EpY q et

@a P R,
ż `8

a

PpX ě xqdx ď

ż `8

a

PpY ě xqdx.

Exercice 51 (Mines-ENS) * Soient f : RÑ R une fonction dérivable telle que f 1 soit croissante et X une variable
aléatoire à valeurs réelles. On suppose que X et fpXq admettent une espérance.

1. Montrer que : @x P R, fpxq ě f 1pEpXqqpx´ EpXqq ` fpEpXqq.
2. En déduire que EpfpXqq ě fpEpXqq.
3. (ENS) Montrer ce résultat plus généralement pour une fonction f convexe sur R mais non nécessairement dérivable.

Exercice 52 (Ulm-Mines) * Soit pXnq une suite de variables aléatoires i.i.d. à valeurs dans N. On note Rn “

CardtX1, X2, . . . , Xnu.

1. Montrer que @a P N, EpRnq ď a` nPpX1 ě aq.

2. Montrer que EpRnq “ opnq.

3. On suppose que les Xi admettent une espérance. Montrer que EpRnq “ op
?
nq.

Exercice 53 (Ulm) Soient d P N˚ et n P N tel que n ě 3. On pose G “ pZ{nZqd et S “ t˘ei, 1 ď i ď du, où ei
désigne l’élément de G dont toutes les coordonnées sont nulles sauf la i-ème, égale à 1. Soient enfin f : G Ñ R une
fonction quelconque et X une variable aléatoire uniformément distribuée sur G. Montrer : E p|fpXq ´EpfpXqq|q ď
nd

2
max
sPS

E p|fpXq ´ fpX ` sq|q .

Exercice 54 (Ulm) On considère n variables aléatoires de Rademacher indépendantes pεiq1ďiďn. Montrer que, pour

tout réel p ą 0, il existe pcp, Cpq P pR`˚q2 indépendant de n P N˚ tel que, pour tout pz1, . . . znq P Cn, cp

˜

n
ÿ

i“1

|zi|
2

¸
1
2

ď

˜

E

ˇ

ˇ

ˇ

ˇ

ˇ

n
ÿ

i“1

εizi

ˇ

ˇ

ˇ

ˇ

ˇ

p¸ 1
p

ď Cp

˜

n
ÿ

i“1

|zi|
2

¸
1
2

.

Inégalités de concentration et convergence

Exercice 55 (IMT)

1. Énoncer et démontrer l’inégalité de Markov.

2. Soit X une variable aléatoire réelle. Montrer que PpX ě xq ď
Epe2Xq

e2x
.

Exercice 56 (ULSR) * Soient θ P s0, 1r et X une variable aléatoire à valeurs dans R` telle que PpX ą 0q ą 0.

Montrer que P pX ě θEpXqq ě
p1´ θq2EpXq2

EpX2q
.

Exercice 57 (ENS-Mines) * SoientX1, . . . Xn des variables aléatoires réelles, mutuellement indépendantes, centrées,

à valeurs dans r´1, 1s. . On pose Sn “
n
ÿ

k“0

Xk.

1. Montrer que pour tout pt, xq P Rˆ r´1, 1s, etx ď
1´ x

2
e´t `

1` x

2
et.

2. Soit t P R`. Montrer que E
`

etSn
˘

ď ent
2
{2.
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3. Démontrer que pour tout a ą 0, Pp|Sn| ě aq ď 2 exp

ˆ

´
a2

2n

˙

.

4. Soit ε ą 0. En déduire que P
ˆ

Sn
n
ě ε

˙

ď e´ε
2n{2.

5. Soit pXnqně1 une suite de variables aléatoires indépendantes centrées, et pcnqně1 une suite de réels tels que
@n ě 1, |Xn| ď cn.

Montrer que pour tout réel t, EpetSnq ď exp

ˆ

t2

2

n
ÿ

k“1

c2k

˙

.

6. Avec les données de la question précédente, montrer que pour tout réel ε ą 0,

Pp|Sn| ě εq ď 2 exp

ˆ

´
ε2

2
řn
k“1 c

2
k

˙

.

7. Soit α ą 1{2. On suppose que pXnq est une suite de variables aléatoires bornées indépendantes et de même loi.

Soit ε ą 0. Montrer lim
nÑ8

P

ˆ

|Sn ´ nEpX1q|

nα
ą ε

˙

“ 0.

Exercice 58 (X) Soit X une variable aléatoire discrète positive ayant un moment d’ordre 2 et telle que EpX2q ą 0.

Montrer que, pour t ą 0, PpX ´ EpXq ď ´tq ď exp

ˆ

´
t2

EpX2q

˙

.

Exercice 59 (ENS-Centrale) * Soient pXnq une suite de variables aléatoires discrètes réelles indépendantes centrées

et ayant un moment d’ordre 2. On suppose que
`8
ÿ

i“1

EpX2
i q “ σ2 P R. On note Sn “ X1 ` ¨ ¨ ¨ `Xn. Soit C ą 0.

1. Montrer que Pp|Sn| ą Cq ď
σ2

C2
.

2. Montrer que P
ˆ

max
1ďkďn

|Sk| ą C

˙

ď
EpS2

nq

C2
.

Indication : Que dire des événements Ak “

ˆ

max
1ďiďk

|Si| ě C ą max
1ďiďk´1

|Si|

˙

? Minorer EpS2
n1Akq.

3. Soient pYnq une suite de variables aléatoires i.i.d. avec PpYn “ 1q “ PpYn “ ´1q “ 1{2 et α ą 1{2. Montrer que
ÿ Yn

nα
converge presque sûrement.

Exercice 60 (Ulm-Mines) * Soit pXkqkě1 une suite de variables aléatoires mutuellement indépendantes strictement

positives, toutes d’espérance 1. Pour n P N˚, soit Pn “
n
ź

k“1

Xk.

Montrer que pPnqně1 converge en probabilité vers 0 si et seulement si
n
ź

k“1

Ep
a

Xkq ÝÑ
nÑ`8

0. On pourra le montrer avec

la question précédente, ou sans l’utiliser.

Exercice 61 (ULSR) *

1. Soient λ Ps0, 1r et X P L2 positive telle que EpX2q ą 0. Montrer que : PpX ě λEpXqq ě
p1´ λq2EpXq2

EpX2q
¨

2. Soit pXnq une suite de variables aléatoires indépendantes à valeurs dans R`. Montrer que
ÿ

Xn converge p.s si

et seulement si la série
ÿ

Epminp1, Xnqq converge.

3. Soit α ą 0. On suppose que PpXn ě rq „
rÑ`8

r´α. Trouver une CNS sur pxnqnPN P RN
` pour que

ÿ

xnXn converge

presque sûrement.

Exercice 62 (ENS)

1. Soit X une variable aléatoire discrète à valeurs dans R` telle que 0 ă EpX2q ă `8. Montrer que PpX ą 0q ě
EpXq2

EpX2q
.

Pour chaque n P N˚, on se donne un réel pn Ps0, 1r. On considère le graphe aléatoire non orienté Γn, de sommets
1, 2 . . . , n, tel que, pour tout pi, jq tel que 1 ď i ă j ď n, si Xi,j est la variable aléatoire qui vaut 1 lorsque pi, jq
est une arête de Γn et 0 sinon, les Xi,j sont indépendantes et suivent toutes la loi de Bernoulli de paramètre pn.
On note alors Yn la variable aléatoire qui donne le nombre de sommets isolés (reliés à aucun autre).

2. On suppose que
lnn

n
“ oppnq. Montrer que PpYn ą 0q Ñ 0.
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3. On suppose cette fois que pn “ oplnn{nq. Montrer que PpYn ą 0q Ñ 1.

Exercice 63 (Ulm) Soit ppnqně1 une suite d’éléments de r0, 1s. Pour n P N˚, on note Gn le graphe aléatoire Gn,pn
d’Erdös-Renyi, c’est-à-dire un graphe aléatoire de sommets rr1, nss et une famille pXti,juqti,juPP2prr1,nssq de variables de
Bernoulli i.i.d. de paramètre pn, avec Xti,ju “ 1 si et seulement s’il existe une arête reliant i et j. On note In le nombre
de sommets isolés de Gn.

1. Soit ε P s0, 1r. On suppose que, pour tout n P N˚, pn ě p1` εq
lnpnq

n
. Montrer que PpIn ě 1q ÝÑ

nÑ`8
0.

2. Soit ε P s0, 1r. On suppose que, pour tout n P N˚, pn ď p1´ εq
lnpnq

n
. Montrer que PpIn ě 1q ÝÑ

nÑ`8
1.

Exercice 64 (Mines)

1. Soit λ ą 0 et pXnqnPN˚ une suite de variables aléatoires définies sur pΩ, A,Pq telle que Xn suit une loi géométrique

de paramètre
λ

n
¨

(a) Déterminer, pour x ě 0, F pxq “ lim
nÑ8

Pp
Xn

n
ď xq.

(b) Exhiber f P C0pR`,R`q, telle que pour tout x ě 0, F pxq “

ż x

0

fptq dt.

(c) Comparer lim
nÑ8

E

ˆ

Xn

n

˙

et

ż 8

0

tfptq dt, puis lim
nÑ8

E

ˆˆ

Xn

n

˙2˙

et

ż 8

0

t2fptq dt.

2. Soit Y une variable aléatoire définie sur pΩ, A,Pq, à valeurs dans N telle que @k P N, PpY “ kq “ F pk`1q´F pkq ;
déterminer EpY q et EpY 2q.

Exercice 65 (Mines) Soit f : RÑ R` majorée.

1. Soit X une variable aléatoire à valeurs réelles. Montrer que la variable aléatoire fpXq admet un moment à tout
ordre n P N˚. Ce moment est noté MnpfpXqq.

2. Montrer que
´

MnpfpXqq
1{n

¯

ně1
possède une limite lorsque nÑ `8, limite que l’on précisera.

Exercice 66 (ENS) * Soit pXnqnPN une suite de variables aléatoires réelles ayant un moment d’ordre 2. On suppose
qu’il existe M ą 0 tel que : @n P N, EpX2

nq ďM . Montrer l’équivalence des conditions suivantes :

(i) pour toute f P C1 bornée et à dérivée bornée, on a EpXnfpXnq ´ f
1pXnqq ÝÑ

nÑ8
0 ;

(ii) pour toute f P C0, on a EpfpXnqq ÝÑ
nÑ8

1
?

2π

ż

R
fptqe

´t2

2 dt.

Exercice 67 (X) Soit pXnq une suite de variables aléatoires indépendantes telles que PpXn “ 0q “ 1´
1

n
et PpXn “

nq “
1

n
. On pose, pour n P N˚, Sn “ X1 ` ¨ ¨ ¨ `Xn.

1. Soit λ P R`. Déterminer la limite de
´

E
´

e´λ
Sn
n

¯¯

ně1
.

2. Soit f P C0pR`˚,Rq dérivable sur s1,`8r et telle que : @x ą 1, fpx´ 1q ` xf 1pxq “ 0 et @x P s0, 1s , fpxq “ 1.

Montrer qu’il existe une unique fonction f qui respecte ces conditions, qu’elle est strictement positive sur R` et
tend vers 0 en `8.

3. On définit φpλq “

ż `8

0

e´λtfptqt., avec f la fonction de la question précédente. Montrer qu’il existe k ą 0 tel que,

pour tout λ P R`, lim
nÑ`8

E
´

e´λ
Sn
n

¯

“ e´kφpλq.

Fonctions génératrices

Exercice 68 (Mines) On tire selon l’usage et avec remise une boule parmi 100, dont 20 sont blanches et 80 sont
noires. On note X l’instant d’apparition de la troisième boule blanche. Déterminer la fonction génératrice de X, son
espérance et sa variance éventuelles.

Exercice 69 (Mines-X) * Peut-on piper deux dés de sorte que, les lancers étant supposés indépendants, leur somme
suive la loi uniforme sur t2, . . . , 12u ?

Exercice 70 (CCINP-Mines) *
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1. On dit qu’une variable aléatoire X suit une loi binomiale négative de paramètres n P N˚ et p Ps0, 1r si X est à
valeurs dans rrn,`8rr et si, pour k P N avec k ě n,

P pX “ kq “

ˆ

k ´ 1

n´ 1

˙

p1´ pqk´npn. Soient X1, . . . , Xn des variables aléatoires i.i.d suivant une loi géométrique de

paramètre p. Montrer que X1 ` ¨ ¨ ¨ `Xn suit une loi binomiale négative de paramètres n et p.

2. Un opérateur appelle r clients. La probabilité qu’un client réponde est p. Soit Y1 la variable aléatoire représentant
le nombre de correspondants obtenus lors de cette première série d’appels.

(a) Donner la loi de Y1.

(b) La secrétaire rappelle une seconde fois, dans les mêmes conditions, chacun des n´ Y1 correspondants qu’elle
n’a pas pu joindre au cours de la première série d’appels. On note Y2 la variable aléatoire représentant le
nombre de personnes jointes au cours de la seconde série d’appels.

Soit i P rr0, nss. Déterminer, pour k P N, P pY2 “ k|Y1 “ iq.

(c) Prouver que Z “ Y1 ` Y2 suit une loi binomiale dont on déterminera le paramètre.

Indication : on pourra utiliser :

ˆ

n´ i

k ´ i

˙ˆ

n

i

˙

“

ˆ

k

i

˙ˆ

n

k

˙

.

(d) Déterminer l’espérance et la variance de Z.

(e) On note X la variable aléatoire donnant le nombre d’appels nécessaires pour que chacun des clients ait été
appelé. Déterminer la fonction génératrice de X, EpXq et V pXq.

Exercice 71 (Mines)

1. Soit panqnPN˚ une suite réelle positive telle que la série
ÿ

ně1

an converge.

Montrer que fpxq “
`8
ÿ

n“1

anx
n est définie et continue sur r0, 1s.

On pose @k P N˚, pk “
`8
ÿ

n“k

an
npn` 1q

et on suppose que

ż 1

0

fptq dt “ 1 ; montrer que
ÿ

kě1

pk converge et calculer

sa somme.

2. Sur l’espace probabilisé pΩ,A, P q, la variable aléatoire X vérifie XpΩq “ N˚ et @k P N˚, ppX “ kq “ pk.

Montrer que la fonction génératrice de X, notée GX , est de classe C1 sur r´1, 1s.

En déduire que X admet une espérance et la calculer.

Exercice 72 (Mines) Soient X une variable aléatoire à valeurs réelles et MX : t ÞÑ E
`

etX
˘

.

1. On suppose que X suit une loi de Poisson de paramètre λ ą 0. Déterminer le domaine de définition de MX ainsi
qu’une expression de MXptq.

2. Soit a ą 0. On suppose que MX est définie sur s ´ a, ar. Montre qu’elle est de classe C8 sur cet intervalle.

Déterminer M
pkq
X pour k P N˚.

Exercice 73 (PLSR) * Pour n P N˚, on considère la variable aléatoire σn suivant la loi uniforme sur le groupe
symétrique Sn. On note Yn la variable aléatoire donnant le nombre de cycles de σn. Déterminer GYn . Puis, calculer
EpYnq et déterminer un équivalent de EpYnq quand nÑ `8.

Exercice 74 (PLSR-X) * Pour n P N˚, on considère la variable aléatoire σn suivant la loi uniforme sur le groupe
symétrique Sn. On note Xn a variable aléatoire donnant le nombre de points fixes de σn.

1. Calculer P pXn “ nq. Déterminer la loi de Xn.

2. Pour k P N, déterminer la limite quand nÑ `8 de P pXn “ kq.

3. Soit X une v.a. de loi de Poisson de paramètre 1. Montrer que lim
nÑ8

|P pXnq “ k ´ P pX “ kq| “ 0.

4. Les n participants à une soirée déposent leur veste au vestiaire. À la fin de la soirée,les vestes sont redistribuées
aléatoirement. Soit X le nombre d’invités qui retrouvent leur veste. Préciser la loi, l’espérance et la varaince de
X.

Exercice 75 (PLSR) Soit X une variable aléatoire à valeurs dans N telle que EpXq “ 1,EpX2q “ 2 et EpX3q “ 5.
Quelle est la valeur minimale de PpX “ 0q ?

Exercice 76 (ENS) On cherche à déterminer les fonctions ψ : N˚ Ñ N˚ telles que pour toute variable aléatoire X à
valeurs dans N˚ suivant une loi géométrique, la variable aléatoire ψpXq suive une loi géométrique.
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1. Pour r P N˚, on note φr : n P N˚ Ñ
Z

n´ 1

r

^

` 1. Montrer qu’elle vérifie la propriété souhaitée.

On considère ψ vérifiant la propriété souhaitée. Pour k P N˚, on pose fk : t Ps ´ 1, 1rÞÑ
ÿ

iψ´1ptkuq

ti´1.

2. Montrer que pour tout k P N˚, pour tout t Ps ´ 1, 1r, fkptq “ f1ptq p1´ f1ptq ` tf1ptqq
k´1

.

3. Calculer fkp0q.

4. Montrer que ψ est l’une des φr.

Exercice 77 (ENS) Déterminer les fonctions f : NÑ N telles que pour toute variable aléatoire X à valeurs dans N
suivant une loi de Poisson, la variable aléatoire fpXq suive une loi de Poisson.

Exercice 78 (X) Soit pXnqn une suite de variables aléatoires iid à valeurs dans J1, NK. On définit S0 “ 0, pour

n P N˚, Sn “
n
ÿ

k“1

Xk et E “ tSn, n P Nu.

1. Montrer que pour tout n P N˚, Ppn P Eq “
N
ÿ

k“1

Ppx1 “ kqPpn´ k P Eq.

2. On définit

$

’

’

’

&

’

’

’

%

fpzq “

`8
ÿ

n“0

Ppn P Eqzn

gpzq “

`8
ÿ

n“0

PpX1 “ nqzn
. Montrer que pour z P D, fpzq “

1

1´ gpzq
.

3. Montrer que 1 est pôle simple de
1

1´ g
et que les autres pôles sont de module strictement plus grand que 1.

4. Montrer que la partie polaire associée au pôle 1 dans la DES de f est
a

1´ z
avec a “

1

EpX1q
.

5. Montrer que lim
nÑ`8

Ppn P Eq “
1

EpX1q
.

Exercice 79 (X) Soient a P s0, 1r et ϕa : x ÞÑ 1´ p1´ xqa.

1. Montrer qu’il existe une variable aléatoire Xa à valeurs dans N˚ telle que, pour tout x P r0, 1s, ϕapxq “ E
`

xXa
˘

.

2. Soit pAnqně1 une suite d’événements de l’espace probabilisé pΩ,A,Pq telle que, pour tout n P N˚, PpAnq “
a

n
.

On pose Y “ inf tn P N˚, 1An “ 1u. Montrer que Y „ Xa.

On considère l’équation fonctionnelle : @x P r0, 1s, ϕapxq “ xϕ pϕapxqq d’inconnue ϕ : r0, 1s Ñ R.

3. Montrer que, pour a P r1{2, 1r cette équation admet une unique solution continue, qui est de plus la fonction
génératrice d’une variable aléatoire à valeurs dans N.

4. Montrer que ce n’est pas le cas pour a “ 1{3.

Châınes de Markov, marches aléatoires et autres processus stochastiques

Exercice 80 (ENTPE-EIVP-Centrale)

On note Ak le point d’affixe zk “ e
2ikπ
n , 0 ď k ď n´ 1. À t “ 0, une puce se trouve en A0. À tout instant, une puce

en position Ak fait un bond, de manière équiprobable, vers l’un des deux points voisins sur le cercle. On note Xm “ k

l’évènement : la puce est sur Ak à l’instant m et on pose Um “

¨

˚

˝

ppXm “ 0q
...

ppXm “ n´ 1q

˛

‹

‚

.

1. Trouver une matrice A telle que pour tout m P N, Um`1 “ AUm.

2. Montrer que A est diagonalisable et en donner ses éléments propres.

3. Exprimer Um en fonction de A.

4. En déduire le comportement asymptotique de pUmq quand m tend vers l’infini (on supposera n impair).

Exercice 81 (Mines) On considère deux compartiments séparés par une valve. À l’instant t “ 0, le compartiment A
contient 2N particules et le second est vide. On ouvre la valve. à chaque instant, de manière équiprobable, une des 2N
particules passe d’un compartiment à l’autre. On note Xn la variable aléatoire donnant le nombre de particules dans le
compartiment A à l’instant n.

1. Soit k P rr0, 2N ss. Trouver une relation entre PpXn ą kq, PpXn´1 ą k ` 1q, PpXn´1 “ k ` 1q et PpXn´1 “ kq.

2. En déduire que, pour n ě 1, EpXnq “ 1`

ˆ

1´
1

N

˙

EpXn´1q.
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3. Déterminer EpXnq pour n P N, puis lim
nÑ`8

EpXnq.

Exercice 82 (Mines) Soient p Ps0, 1r, pXkqkě1 une suite i.i.d. de variables aléatoires de Bernoulli de paramètre p.
On pose L1 “ maxtk P N˚ ; X1 “ X2 “ ¨ ¨ ¨ “ Xku si cet ensemble est fini, `8 sinon.

1. Montrer que L1 est presque sûrement fini, donner sa loi, son espérance et sa variance.

2. Si L1 ă `8, soit L2 “ maxt` P N˚ ; XL1`1 “ XL1`2 “ ¨ ¨ ¨ “ XL1``u si cet ensemble est fini, `8 sinon. Montrer
que L2 est presque sûrement fini, donner sa loi, son espérance et sa variance.

Exercice 83 (X) Soit n P N˚.

1. Dénombrer l’ensemble En “
!

f P rr1, nssrr1,nss ; @i P rr1, nss, fpiq ď i
)

.

2. Soit fn suivant la loi uniforme sur En. Soit Xn “ mintk P N˚, fknpnq “ fk´1
n pnqu. Déterminer la loi de Xn, son

espérance et sa variance.

3. Calculer P
`

fXnn pnq “ k
˘

.

Exercice 84 (ULCR) * On fixe N P N˚, et on choisit u1 P r|1, N |s, puis u2 P r|1, u1 ´ 1|s, et ainsi de suite jusqu’à
arriver à ul “ 1 (avec nécessaiement l ď N). On note EN “ tuj , 1 ď j ď lu.

1. Calculer Ppk P EN q pour 1 ď k ď N .

2. Calculer Pp2 P EN |3 R EN q.
3. Calculer Ep|EN |q et Vp|EN |q.

Exercice 85 (Lyon) * Soit pXnqně1 une suite de variables aléatoires indépendantes de loi de Rademacher. On pose
Sn “ X1 ` ¨ ¨ ¨ `Xn pour n ě 1.

1. Calculer l’espérance du nombre R de retour en zéro de la suite pSnqně1.

2. Soit I un intervalle de R distinct de R. Montrer que la probabilité qu’il existe n ě 1 tel que Sn R I est égale à 1.

3. Montrer que l’événement pR “ `8q est presque sûr.

Exercice 86 (X-Lyon-SR) * Soit pXnqně1 une suite de variables aléatoires de Rademacher indépendantes. On pose

Sn “
n
ÿ

k“1

Xk pour tout n P N. On considère la variable aléatoire définie par T “ mintk ě 1, Sk “ 1u “ mintk ě

1, Sk ą 0u si l’ensemble considéré est non vide, `8 sinon.

1. On fixe k P N. Calculer PpT “ 2kq.

2. Soit n P N˚. Montrer que PpS2n ‰ 0q “ 2PpS2n ą 0q “ PpT ď 2n´ 1q.

3. On fixe k P N. Calculer PpT “ 2k ` 1q.

4. Justifier que pT ă `8q est presque sûr, et donner une expression simple de la fonction génératrice de T .

5. Donner un équivalent de PpS2n “ 0q. On note N “ |tn P N˚, Sn “ 0u| P NY t`8u.
6. En déduire EpNq.
7. Montrer que N est presque sûrement égale à `8.

Exercice 87 (X) * Soit pXkqkě1 une suite de variables aléatoires de Rademacher mutuellement indépendantes. Mon-
trer que

E

˜
ˇ

ˇ

ˇ

ˇ

ˇ

2n
ÿ

k“1

Xk

ˇ

ˇ

ˇ

ˇ

ˇ

¸

„
nÑ`8

c

4n

π
.

Exercice 88 (X) *
Soit pXnqně1 une suite de variables aléatoires indépendantes identiquement distribuées telles que PpXn “ 1q “

PpXn “ ´1q “
1

2
.

1. On pose Sn “
n
ÿ

k“1

Xk. Montrer que pour tout r ą 0, P

ˆ

Sn
n
ą r

˙

ď e´
nr2

2 .

2. On pose Sn “
1
?
n

n
ÿ

k“1

Xk. On pose, pour x P R, Gpxq “
1
?

2π
e´x

2
{2 et l’on admet que

ż

R
G “ 1. Montrer que,

pour tout polynôme Q P RrXs, E
`

QpSnq
˘

ÝÑ
nÑ`8

ż

R
QG.

Exercice 89 (X) Soient X une variable aléatoire à support fini à valeurs dans Z2 et telle que ´X „ X, pXkqkě1 une
suite i.i.d. de variables aléatoires suivant la loi de X.

Pour n P N˚, on pose Sn “ X1 ` ¨ ¨ ¨ `Xn.

1. Montrer que, si n P N˚, Ep}Sn}
2q “ nEp}X}2q et PpS2n “ 0q “

ÿ

xPZ2

PpSn “ xq2.

2. Montrer qu’il existe c P R`˚ tel que @n P N˚,PpS2n “ 0q ě
c

n
.
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