ISM MP—+, Mathématiques
Année 2025/2026

Séance 5 - MP+ - 13/02/26

Exercice 1 (**%*)

Soit (€2, 27, P) un espace probabilisé et (A, ), une suite d’événements. On note
A = « une infinité d’événements A,, est réalisée »

1. Montrer que A est un événement.

2. Sila série Y P(Ay) converge, montrer que P(A) = 0.

3. Soit (X,)n>1 une suite de variables aléatoires réelles discrétes telles que Y P (|X,| > ¢)
converge pour tout € > 0.

(a) Justifier que {Xn — O} est un événement.

n—oo

(b) Montrer X, —— 0 ps.

n—oo

Exercice 2 (***)

Soit (€2, .27, IP) un espace probabilisé et (X,,),>1 une suite de variables aléatoires réelles discrétes
indépendantes de méme loi dans L2 On note m = E(X;), 0 = 1/V(X;) et on pose

1 n
Vn>1 Y,=—-> Xy —m
Ng=1

1. Montrer Yo —— 0 ps.

n—oo

2. On note p(n) = |y/n| pour n entier. Montrer

2
v, -2y 0 ps
n n—0o0
1
3. Conclure —> X, — E(Xy) p.s.
Exercice 3 (****)
\V/ +00 l’k
On pose x>0 x) =
p f(z) kZ::lk:!\/E
1. Montrer f(x) = o(e”)

T—+00
2. Pour x > 0 et Y, variable aléatoire de loi Z(x), montrer
1
Ve>0 P(Y.—a|>er) = O <_)

T—+00 €T

3. En déduire flz) ~ —



Exercice 4 (***)

Soit (€2, o7, IP) un espace probabilisé, Y une variable aléatoire réelle discréte centrée telle que
Y(Q) C [a;B], X, ..., X, des variables aléatoires réelles discrétes indépendantes a valeurs dans
n

[a;b]. On note S, = > X,.
i=1

1. Soit s réel. Montrer

Welaif) emg S lomy I 0w
En déduire E(e®Y) < ge® + pe*?
avec p=—— et q=
p— f—a
2. On pose VseR Y(s) = sa+1n (q +pes(67a))
Justifier que la fonction v est deux fois dérivable puis établir
s(B—a)
qpe
VseR  (s) = (8- a)?
(q + pesB—))?
)2
3. En déduire pour s réel " (s) < @
262
puiS E(QSY> < exp (%)

4. Soient €,s > 0. Montrer

L N2.2
P (S, —E(S,) > ¢) <exp <—S€ + n%)

2
En déduire P (S, —E(Sn) > €) < exp <_n(bQi a)2>

Exercice 5 (***)

Soit (€2, o7, P) un espace probabilisé et Xy, ..., X,, des variables aléatoires réelles discrétes indé-

(2

k
pendantes centrées dans L2 On note S, = > X; pour k € [1; n]. Soit € > 0. On pose
=1

vhellin]  Av= (S < b0 {5 > e}

j=1
1. Justifier 'indépendance des variables aléatoires Sil, et S, — S, pour k € [1; n].

n

2. Montrer SE(Sila,) < E(S?)
k=1
1 n
3. En déduire ]P’( Max [Sg| > 5) < —QZV(XZ-)
ke[1;n] E%i=1



Exercice 6 (****)

1.

3.

Montrer que x +— e 2% est limite uniforme sur R, d'une suite de fonctions de la forme

x+— P(x)e ™ avec P € R[X].
On considére E I'espace des fonctions de R, dans R, continues et de limite nulle en +oo.
On munit E de la norme || - ||. Soit f : R, — R, continue & support compact. Soit

A=0et (X,(j))@l une suite de variables aléatoires indépendantes suivant toutes une loi
de Poisson de paramétre A (on généralise pour A = 0). Montrer que la suite de fonctions

(gn)n>1 avec
1.
VAZ0 g, (\)=E (f (—ZXE?)))
Ng=1
converge uniformément sur R,.

Montrer que {z € R, — P(z)e " P € R[X]} est dense dans E.

Exercice 7 (***%)

Soit (€2, 4, P) un espace probabilis¢ et (Xj),., une suite de variables indépendantes de loi
uniforme sur [1;r] avec r > 1 et Z,...,Z, des variables indépendantes avec Z; = 1 et

—7 1 I
7;~%Y <i> pour tout ¢ € [2; r]. On pose C, = > Z; puis, pour i € [1; 7]
r i=1

Yw € Q Ti(w) =inf{n > 1| Card {Xj(w),...,X,(w)} =1}

et Y, =T, —T,;,_;1 avec la convention Ty = 0.

1.
2.

Préciser espérance et variance des variables Z;.

Montrer que

1 r 1
E(C,)=7rxH, et V(C,)=—rH, +r? <Z—> avec H, = > —
=1 k? =1k
Justifier H, ~ Inr
r—+00
P C,
Etablir Ve >0 P —1lz2e] ——0
rinr r—+00

Déterminer la loi de (Yq,...,Y,).

En déduire T, ~C,






Indications

Exercice 1 (***)

Indications : 1, 2. Déja vu...
3.(a) Traduire X,,(w) —— 0 avec des quantificateurs puis en déduire une écriture ensembliste.
n—oo

Observer que 'on peut remplacer ﬂ par une intersection dénombrable ﬂ en prenant € = T
e>0 k>1

3.(b) Utiliser le résultat de la deuxiéme question puis considérer une intersection dénombrable

d’événements presque sir.

Exercice 2 (***)

Indications : 1. Utiliser le résultat de 'exercice 1 et I'inégalité de Bienaymé-Tchebychev.
2. Utiliser I'inégalité de Bienaymé-Tchebychev.
2
p(n)°,
n

3. Déterminer la limite presque sir de > puis conclure.

©(n)

Exercice 3 (***%*)

Indications : 1. Utiliser le théoréme de double limite.

3. Considérer une fonction ¢ judicieusement choisie pour avoir E (gp <—>> = e *rf(zr) et
x

pouvoir controler Pécart |1 — e ™"/x f(z)|.

Exercice 4 (***)

Indications 1. Se souvenir que ’exponentielle est convexe.

3. Comparer (u+v)? et 4uv pour u et v réels puis écrire la formule de Taylor reste intégral pour
la fonction .

4. Utiliser la technique de Chernoff puis I'inégalité précédemment obtenue.

Exercice 5 (***)

Indications : 1. Détailler S,, — Sg pour k € [1; n].

n
2. Observer que les Ay sont incompatibles et en déduire un majorant simple pour > 1,,. Consi-

k=1
dérer ensuite > S21,, et écrire S, = Sy, + S, — Sj.
k=1
3. Eerire { Max [Si| > 8} a l'aide des Ay.
kel1l;n]



Exercice 6 (****)

Indications : 1. Utiliser le développement en série entiére de 'exponentielle puis I'inégalité de

Taylor-Lagrange.

2. Reprendre la trame de la démonstration du théoréme d’approximation de Weierstrass. Notant
M la borne supérieure du support de f, distinguer les cas A < 2M et A > 2M.
3. Approcher f € E par une fonction continue a support compact et utiliser le résultat précédent.

Exercice 7 (****)

Indications : 4. Pour € > 0, utiliser I'inclusion

{

-1 =2ep C
rinr

o]

rlnr Inr

H, 5}
—1>=
Inr 2

5. Pour y; = 1 et (y2,...,y,) € (N*)""L poser t; = > y; pour ¢ € [1;r] puis exprimer

=1

T
P (ﬂ {Y; = yl}> en fonction des T; puis des X; en utilisant une partition portant sur les
i=1

permutations de S, avec o(k) = X, pour k € [1; r].



