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Corrigé du devoir en temps libre n°15

Probléme 1

Pour t € | =R ;R [ avec R supposé > 0, on a

oo +oo +00
o(t) = Sant", 2(t) = Znantn_l, 2"(t) = S n(n — 1)Clntn_2
n=0 n=1 n=2
oo +00 +00
On injecte dans (H) : Y. n(n — Da,t" ™t + 3 2na, 4"t + Y a,t"tt =0
n=2 n=1 n=0

Avec un changement d’indice dans la derniére somme, on obtient

+00 +00 +00
Stn(n = Dat™t+ > 2na, "t + S a, ot" =0
n=2 n=1 n=2

En isolant le premier terme de la seconde somme, on rassemble par linéarité :

+00o
2a; + Y. [n(n+ 1)a, + ap_o]t" 1 =0

n=2

Par unicité du développement en série entiére, il vient

a;=0 et Vn=>=2 n(n+1)a, +a,—o =0
Une récurrence immeédiate donne

VneN ag1 =0 et ayg#0= ay, #0

Pour obtenir une expression simple de as,, on écrit un produit téléscopique

o = ag ﬁ [ azy, ] o ﬁ {( —1 } _ ao(=1)"

k=1 Lagk—1) k=1 L (2k + 1)(2/€) (2n + 1)'
P (p(t) = E —( 1)nt2n E Itipliant t identifi
osons . 0N multiplian ar on identine
n——O(2n 1)' b P 7

Vie R  to(t) = sin(f)

sin(t)

sit#0

1 sinon

ce qui prouve R = +00 avec V¢t € R o(t) =

Ainsi L’ensemble des solutions développables en série entiére de (H) est Vect (¢) .

Plagons nous sur I = |0;7[. L’équation (H) est une équation linéaire différentielle résolue ho-
mogéne d’ordre 2. L’ensemble Sy est donc un plan vectoriel. Mettons en ceuvre la méthode du

Sln(t). Si 1 est solution de (H)7

wronskien pour la résolution compléte. On pose ¢ : [ — R, +—

considérant le wronskien W de (¢,%), on a
e — ' =W (L)

2
On sait que le wronskien vérifie I’équation différentielle W' = —¥W, autrement dit



viel V\/(i&):%2 avec a €R

On peut désormais considérer 1’équation (L) comme une équation différentielle linéaire d’ordre
1 avec second membre. La droite vectorielle Vect (¢) est I'ensemble des solutions de ’équation
homogéne associée et par variation de la constante, avec A dérivable sur I et ¥ = Ay, il vient
pour t €1

AN (t) = % avec a €R

d’ou Viel  A{t) = /ﬁ dt + 8 = —acotan (t) +
avec «, 3 réels. Notant A = —«, on conclut
in(t t
r€Sy = I\pueR? | Vi>0 x(t) = /\SH;( ) +/LCOS7;< )
Ainsi Sy = {t el Asmt(t) n ucost(t), (\ 1) € R?}

Remarque : On peut aussi procéder avec la méthode de Lagrange ou méme conjecturer la forme
des solutions manquantes puis la vérifier.

Probléme 11

1. On vérifie sans difficulté que ch et sh sont solutions de (H) et comme la famille (ch,sh) est
clairement libre, on conclut

La famille (ch,sh) est un systéme fondamental de solutions de (H).

2. Soient a, b réels. On a sh(a—0b) = ¢

On observe e® = ch (z) + sh (x) pour x réel. Par substitution, on trouve

(sh(a) + ch (a))(ch (b) —sh (b)) — (sh (b) 4+ ch (b))(ch (a) — sh (a))

VzeR sh(a—b) = 5

Ainsi V(a,b) € R? sh (a — b) = sh (a) ch (b) — sh (b) ch (a)

3. On procéde par variation de la constante. On cherche une solution de (L) de la forme
Ach +push avec A\, p dérivables et vérifiant pour ¢ réel

(gﬁ 8 ilﬁ 8) (28) - <|Cog(t)|> A (:8) - <—ds1rft<1> ;}Slh(t(;)> <|Cog(t)|)
PN {X(t) —sh (t) |cos(t)]
p(t) = ch(t) |cos(t)|

t t
Ainsi Vte€R At) =a— / sh(s)|cos(s)| ds et pu(t)=p +/ ch (s)|cos(s)| ds
0 0
avec «, (3 réels. En exploitant la relation établie & la question précédente, on trouve

VieR  x(t) :ach(t)—i—ﬁsh(t)+/0tsh(t—5)|cos(s)| ds
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t
Pour t > 0, on at—s > 0 pour s € [0;t] puis / sh (t — s)|cos(s)| ds = 0 et pour t < 0,
0
¢ 0
on a / sh (t — s)|cos(s)| ds = / sh (s —t) |cos(s)| ds par imparité de sh puis s —¢ > 0 pour
0 ¢

0
s € [t;0] d’ou / sh (s — t)|cos(s)| ds > 0. Ainsi, en choisissant « > 0 et § = 0, la fonction
t

définissant x est positive et on conclut

[’équation (L) admet des solutions positives.

4.(a) Si x était constante, on aurait ” = 0 d’ot x(t) = — |cos(t)| pour t réel ce qui contredit la
constance de z.

Une solution positive = de (L) est non constante.

4.(b) On a 2" = z + |cos(t)| = 0 ce qui prouve que x est convexe. Son graphe est donc situé
au dessus de ses tangentes et comme la fonction x n’est pas constante, son graphe admet des
tangentes non horizontales ce qui interdit le caractére borné sur R. On conclut

Une solution positive z de (L) n’est pas bornée.

Probléme 111

1. Le polynome minimal 7, n’est pas scindé a racines simples. Ainsi

’L’endomorphisme u n’est pas diagonalisable.

1 10
La matrice A= | 0 1 0 | vérifie mpo = m,.

00 2
2. On a m,(u) = 0 d’ou E = Ker 7,(u) et comme (X — 1)> A (X —2) = 1, il vient d’aprés le
lemme des noyaux

E = Ker (u —id )% @ Ker (u — 2id)

3. On a p+q=(u—1id)* +2u —u? = u? — 2u +id +2u — u?

4. Soit z € E. Comme p+ ¢ =id, il vient z = p(z) + q(z) et
(u—2id)op(x) =m,(u)(z) =0 et (u—id)?oq(z)=—uom,(u)(z)=0
ce qui prouve (p(z),q(x)) € Ker (u—2id ) x Ker (u — id )?

et cette décomposition est unique. On conclut

L’application p est la projection sur Ker (u—2id ) parallélement a Ker (u—id )?
et ¢ la projection associée.

5.0na (u—2id) op = m,(u) =0 d’ott uwop = 2p. Par une récurrence immédiate, on obtient

Vk € N uFop=2Fp

6. Par continuité de la composition (linéaire en dimension finie), on a



+00 4,k | N | 3

k=0 k=0

Ainsi etop=ce?p

7. On a établi dans la question 4 que (u — id )? o ¢ = 0. Par suite

Vk > 2 (u—id)*og=(u—id)* 20 (u—id)20q=10

8. Onawu=1id +(u—id) avec id et u—id qui commutent. Par conséquent, il vient par propriété
fondamentale de ’exponentielle e* = ¢+ u=id) — gid g gu=id Op 3 ¢! = ¢ id et par continuité
de la composition, on trouve

eog=ce (iow_k—'ld)k) oq:eio(u_ikw:e (g+ (u—1id) o q)
k=0 - k=0 ‘
Ainsi ’e“oq:euoq‘
9.0n a e=¢c%o(p+q)=e’p+teuog
D’ott et =e*(u—id)? +eu?o (2id —u) = —eu® + (e? + 2e )u* — 2e*u +e?id

Probléme IV (bonus)

1. Par variation de la constante, on trouve

Vu € €°([0;1],R) P(u) =eh [X0+/1e_A5Bu(3) ds]

2. On pose VX eE AX) = e (Xo + X)
L’application A est une permutation de E puisque pour (X,Y) € E?, on a
AX)=Y < X=eY - X,

et comme on a ® = A o VU, on conclut

’@ surjective <= ¥ surjective‘

3. Soit X € E. La matrice KT est constituée des lignes (A’“B)T pour k € [0; n — 1]. Par suite,
on a

K'X=0 < Vke[0;n—1] (A¥B)'X=0

Autrement dit K'X=0+= Vke[0;n—1] (A"B,X) =0

4. Soit u € €°([0;1],R). Pour s € [0;1], notons B;(s) la i-éme coordonnée de e **B pour
i € [1;n]. Il vient par linéarité du produit scalaire en la premiére variable avec les propriétés
de fonctions vectorielles

(U(u),X) = </0 e *Bu(s) ds,X> :/0 (e *Bu(s),X) ds

Ainsi Vu € €°([0;1],R) (¥(u),X) = /1 (e B, X)u(s) ds
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5. Soit X € E tel que K'X = 0. D’aprés I’équivalence établie & la question 3, on a
VEe[0;n—1] <AkB,X>:0

Or, notant d = deg x, on sait que (A*)gcp<q_1 est une base de R[A] avec d < n. Par conséquent,
il vient par linéarité en la premiére variable du produit scalaire

VEeN  (A*BX) =0

: N (—As)k
puis pour s € [0;1] YN e N > I B,X)=0
k=0 K

et par continuité du produit matriciel et de application linéaire en dimension finie Y — (Y, X),
on obtient faisant tendre N — +00

(e *B,X) =0

D’aprés I'expression établie a la question précédente, il vient (¥(u),X) = 0 et on conclut

K'X=0 = Im ¥ C Vect(X)*

Comme le rang est invariant par transposition, on a
rg(K)<n < IXeE~{0g} | K'X=0

Sans difficulté, on a ¥ € Z(€Y([0;1],E) par linéarité de I'intégrale et du produit a gauche et
par conséquent, 'image Im W est un sev de E. Enfin, pour X € E \ {0g}, I'espace Vect (X)+
est un hyperplan de E. L’inclusion Im ¥ C Vect (X)! contredit ¥ surjective et contredit donc,
d’aprés le résultat de la question 2, la controlabilité du systéme (S). On conclut

rg (K) <n = lesystéme (S) n’est pas controlable

6.(a) Dans lespace E euclidien, si (Im \If)L = {0}, alors Im ¥ = E et comme 'application ¥
n’est pas surjective, on en déduit par contraposée qu’il existe X € EX{0g} tel que X € (Im \IJ)l
d’ou Vect (X) € (Im W)™ et passant & Porthogonal, on conclut

Il existe X € E \ {0g} tel que Im ¥ C Vect (X)*.

6.(b) D’apres I’égalité établie a la question 4, on a
1
Vu € €°([0;1],R) / (e 7B, X)u(s)ds =0

0

En particulier, si on choisit
Vs e [0;1] u(s) = (e B, X)
1
on trouve / u?(s)ds =0
0

La fonction u? est continue comme composée de fonctions continues, positive et par séparation
de l'intégrale, on obtient

Vs€[0;1] (e *B,X) =0

La fonction u est de classe € puisque la fonction exponentielle s — e =% 1’est et par linéarité

de Y — (Y, X). Par dérivation, on trouve
V(s,k) € [0;1] x N u®(s) = (—1)F (A*e 4B, X)

Comme la fonction u est nulle, on conclut



Vke[0;n—1]  u®™(0)=(A*B,X) =0

Variante : On peut tout a fait définir v sur R avec
VueR u(s) = (e B, X)

Par continuité du produit scalaire en la premiére variable (linéaire en dimension finie), on a pour

s réel
+00 kAK +00 AFB. X
) = (SR ) = S B
k=0 ~ k=0 !

ce qui prouve que la fonction est développable en série entiére. Or, on a u(s) = 0 pour tout
s € [0;1], intervalle non réduit & un point contenant zéro. Ainsi, par unicité du développement
en série entiére, on obtient
AFB, X
Vk €N @4yi_y;2:0

et on retrouve en particulier le résultat attendu.

6.(c) Tl s’ensuit K'X = 0 d’oti rg (K) < n et avec le résultat de la question 2, on a donc établi

le systéme (S) n’est pas controlable — rg(K) <mn

7. Par contraposée des implications établies aux questions 5 et 6.(c), on conclut

Le systéme (S) est controlable <= rg (K) =n




