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Exercice 1. Pour chaque polynome P € R[X], on définit

1
N(P) = |P(0)|+/0 |P'(t)] dt.

Montrer que la fonction N est une norme sur l'espace vectoriel R[X].

Soient o un réel, P et @@ deux polynomes :
1
*Vte[0,1], (aP) (t) = aP'(t), dott N(aP) = |aP(0)| +/ |aP’ ()| dt = |a|N(P);
0

# Drune part [(P 4+ Q)(0)] = [P(0) + Q(0)] < [P(0)] + 1Q(0)], dautre part Vi € [0,1], [(P+ Q) ()] = [P'(1) + Q'(¢)] <
[P'(t)|+|Q’(t)|, d’onr (croissance de I'intégrale) fol [(P+Q) (t)]dt < fol |P'(¢t)| dt + fol |Q' ()| dt, ot N(P+Q) < N(P)+N(Q);

P0)=0 (V)
Jo IP'®)1dt =0 (90)
(car c’est la valeur absolue d’un polynéme) sur [0,1] d’olt (V) implique qu’elle est nulle sur [0,1]. D’ou la fonction P est

*** S N(P) =0, alors { . Or la fonction | P’| est positive (car c’est une valeur absolue) et continue

constante sur 'intervalle [0, 1], elle est donc nulle sur [0,1] car (©). Le polynéme P a donc une infinité de racines, donc le
polynéme P est nul. On en déduit que N est une norme sur l'espace vectoriel R[X] (et a fortior: sur tout sev de R[X] tel que

R, [X], mais ce n’est pas demandé).

Exercice 2. Soit E ’espace vectoriel des fonctions continues de [0, 1] vers R. Soient || f||1, || fll2 et || f|loo les
trois normes classiques d’une fonction f de E.

1. Soit la suite des fonctions f,, définies par

Ve e [0,1], fu(z)=2"

pour chaque n € N*. Calculer || f, |1, ll2 et || frlloo-
2. Les normes || - |1 et || - [l sont-elles équivalentes ?
3. Les normes || - ||1 et || - |2 sont-elles équivalentes ?

Lo lfnllh = fol |fn(t)

fnllz = /S Lfn(0)]2 dt = \/fol 12n gt — ﬂgﬁ

[fnllc = sup [fn(t)|= sup ¢" =1.
te[0,1] te[0,1]
2. Par labsurde : supposons qu’il ex1ste une constante a telle que Vf € E, ||f|loo < a-||f]|1. En particulier, Vn € N*, || fnllco <
a-|[fa]l1- DouVn e N*, 1 < a- . C’est absurde car %H — 0, donc les normes || - [|1 et || - ||co ne sont pas équivalentes.

3. Par labsurde : supposons qu 11 ex1ste une constante 3 telle que Vf € E, || fll2 < 8| f|l1. En particulier, Vn € N*, || fn]l2 <

) dt = [}t dt =

v fnll1. Dout Vo € N*, \/W <B- n+1 C’est absurde car \/% —7_ 00, donc les normes || - ||1 et || - ||2 ne sont pas

équivalentes.



Exercice 3.
Soit E V'espace vectoriel des suites u bornées telles que ug = 0.

1. Montrer que

lu]] = sup |un] et N(u) = sup |upt1 — Un
neN neN

sont deux normes sur E.
2. Déterminer un réel k tel que: Yu € E, N(u) <k-|ul.
3. Quel est le meilleur k£ possible ?
4. Soit un réel a €]0, 1[. Soit u la suite définie par

up=0 et YneN, upy =uy,+a”.

Calculer N(u) et ||ull.
5. Les normes | - || et N(-) sont-elles équivalentes ?

1. ||lu|| = sup |un| est une norme sur E car :
neN

FVAER, Vu e E, [ Au| = suppen [Aun| = [All|ull;

*VYueE, YweE, Vn€N, |un+vn| < |un|+ |va| < |lu|l + ||| qui est un majorant, d’ou ||u + v|| < ||u|| + ||v]| car
[lu + v|| est le plus petit majorant;

#% |y =0 => Vn €N, |un|=0 => u=0.

N(u) = sup |un41 — un| est une norme car :
neN
*VAER, Vue E, N(Au) = sup |[AMunt1 —un)| = |[A|N(u);
neN

*VYu€eE, Ywe E, Vn €N, [(unt1+ vnt1) — (un +vn)| < |unt1 — Un| + |vn+1 — vn| < N(u) + N(v) qui est un
majorant, d’olt N(u +v) < N(u) + N(v) car N(u + v) est le plus petit majorant ;

X N(u) =0 = VneN, |upt1—un|=0 = VneN, u,=uyg = u=0caru=0.
2. Vn €N, |upt1 — un| < |un| + |un+1] < 2||ul| qui est un majorant, d’ott N(u) < 2||u|| car N(u) est le plus petit majorant.

ug =0
3. 2 est le plus petit k tel que Yu € E, N(u) < k||ul| car : si { 0 L alors N(u) = 2||ul| et uw # 0g.
Up = (—
4. N(u)=sup|a™ =1 car: a® =1 et la suite (a™) décroit car a €]0, 1].
neN
n—1
* k l1-a 3 N 1 . . )
Vn e N*, wu, = Z a” = 1 car a # 1. De plus, a < 1, d’ou : |un| = un < 1=, qui est majorant. Et c’est le plus
—a
k=0
petit majorant car lim uy, = ﬁ Donc ||ul| = 1=

5. Par labsurde : supposons qu’il existe une constante v telle que Yu € E, ||u|| < yN(u). En particulier, pour la suite u de la

question précédente, ||u|| = < yN(u) = . Ceci est vrai pour tout a €]0, 1] et les inégalités larges passent a la limite.
ti scédent - <N Ceci est vrai tout a €0, 1] et les inégalités 1 t & la limit

Or lia — +o00. C’est absurde, donc les normes || - || et N(-) ne sont pas équivalentes.
a—1—

Exercice 4 (Une fonction additive et continue est linéaire).
Soient E un R—espace vectoriel et ¢ : E — R une fonction additive, i.e.

Y(u,v) € B2, o(u+v) = ¢(u) + ¢(v).

q
2. On munit 'espace vectoriel £ d’'une norme et on suppose que la fonction ¢ est additive et continue.
Montrer que la fonction ¢ est linéaire.

1. Soit un vecteur € E. Montrer que : pour tout (p,q) € Z x Z*, ¢ (§x> = Bp(x).



1. (a) Par récurrence, on montre pour tout n € N la propriété P, « p(nx) = np(z) ».
e Par additivité, p(z + 0g) = ¢(0g) + ¢(x), d’ott ¢(0g) = 0. Or Oz = 0f, d’ou Py.
e On suppose P,. Par additivité, o(nz + x) = p(nz) + ¢(x) = np(z) + ¢(x) car P,. Donc Ppi1.
e Donc ¢(nz) = ne(x) pour tout n € N.
(b) Soit n € N. Par additivité, ¢ (nz + (—nz)) = ¢(nz) + p(—nz). Or ¢(0g) =0, d’olt p(—nz) = —p(nz) qui est égal &
—np(z) d’apres la question précédente. Donc p(kz) = ky(z) pour tout k € Z.

(c) Soit (p,q) €Z X Z* : g (%:v) = (q%a:) = ¢(pz) = pp(z). On divise par g qui n’est pas nul : ¢ (%x) = %cp(a;).
2. (a) Soit (A, z) € R x E. De I’additivite de ¢, on a déduit que Vr € Q, ¢(rz) = ro(z). Or Q est dense dans R, il existe

donc une suite de rationnels r, tels que 7, — X. Pour chaque n € N, ¢(rnz) = rpp(z) et :
n—oo

— d’une part, rpp(x) tend vers Ap(z);
— d’autre part, o(rnz) tend vers ¢(A\z) car T,z — Az et la fonction ¢ est continue.
n— o0

Donc ¢(Az) = Ap(x) par unicité de la limite.

(b) Soient un réel X et deux vecteurs z et y : o(Az +y) = p(Az) + ¢(y) par additivité et on vient de montrer que
p(Az) = Ap(x). Donc p(Ax + y) = Aep(z) + ¢(y) : la fonction ¢ est linéaire.

Exercice 5 (Mines Ponts PC 2009).
Soient E un espace vectoriel normé de dimension finie et un endomorphisme u € L(E).

1. Soit x € Ker(u—idg)NIm(u—idg). Montrer qu’il existe y € E tel que : Vn € N,  (n+1)z = u" Tl (y)—y.
2. On suppose que u est 1-lipschitzien. Montrer que E = Ker(u — idg) ® Im(u — idg).

1. Soit = dans l'intersection des deux sous-espaces en question. Il existe alors y € E tel que z = u(y) — y, et il vérifie z = u(z).
Mais alors z = u¥ (z) pour tout k € N, ce qui s’écrit encore

VkeN, z=uf(y) —uf(y).
En sommant ces égalités pour 0 < k < n, on obtient, par télescopage,
VneN, (n+Dz=u"Tl(y) —y.

2. Comme FE est de dimension finie, la formule du rang appliquée & 'endomorphisme v = v — idp montre que dim Ker(u —
idg) + dimIm(u — idg) = dim E. 1l reste & montrer que Ker(u — idg) NIm(u —idg) = {0g}.

De la premiere question, I'inégalité triangulaire permet de déduire que (n + 1)||z|| < || (v)]| + ||ly||. Comme u est
1-lipschitzienne, il en est de méme de toutes les puissances de u, donc ||[u”T1(y)|| < ||y||. Par suite,

2
n+1

Les inégalités larges passant & la limite, on obtient ||z|| = 0 en faisant tendre n vers co, donc z = 0.

Exercice 6. Soit un entier n > 2. On munit 'ev .#,,,(R) de la norme définie par

n
1. ||A]| = max Z'aij|'
j=1

1<i<n

(On a déja montré que c’est une norme, qu’elle est subordonnée et donc sous-multiplicative > exemple 45
et proposition 44 du chapitre XI). Justifier que la trace tr est une forme linéaire continue et déterminer,
en fonction de n, sa norme subordonnée ||tr]|.
2. [[M]l = = max |ml.
(@,3)el1,n]?

Montrer que cette norme n’est pas sous-multiplicative mais que nl| - || est une norme sous-multiplicative.
3. |M]| = /tr(MTM).

Montrer que cette norme est sous-multiplicative > une inégalité de Cauchy-Schwarz dans R". Mais
qu’elle n’est pas une norme subordonnée > calculer ||1,]|.



1. On sait que tr est une application linéaire de .#, (R) vers R, donc une forme linéaire. De plus lapplication tr est continue
car :

— (premiére méthode) ev My (R) est de dimension finie et toute application linéaire sur un ev de dimension finie est

continue ;
n n n n
<3 Jaul < 305" layl < S° 4] = nfjA]l. Par
1 i=1

i=1;j=1

n
Z ai;
i=1 i=
suite, 'application tr est n—lipschitzienne, donc continue. Et n est le meilleur (le plus petit) rapport possible car
[tr(Zn)] =7 - [[n]|- Donc n = [|tr]].
2. La norme || - || n’est pas sous-multiplicative car (voici un contre-exemple), en notant U la matrice carrée dont tous les
éléments valent 1 : |U]| = 1 mais U2 = nU, d’ott ||U?|| =n > 1x 1= ||U]|| |U|| car n > 2.

— (seconde méthode) pour toute matrice carrée A, [tr(A)| =

Soient A = (a; ;) et B = (b; ;) dans .#y. Notons C = AB = (¢;,5) :

n
§ a; kbr,j
k=1

qui est un majorant. Le maximum étant le plus petit majorant, ||C|| = ||AB|| < n||A]| | B||, ¢’est-a-dire n||AB|| < n||A|| n||B]|,
ce qui signifie que la norme n|| - || est sous-multiplicative.
3. Par l’absurde : si la norme euclidienne || - || est la norme subordonnée & une norme N : My, (R) — R4, alors ||| =

V(i,5) € [L,n]?, el =

n n
<> laikl bl < NANIBI D L =nlAllIB]
k=1 k=1

= 1. C’est absurde car ||I,|| = /n # 1. Mais c’est une norme sous-multiplicative. En effet, soient A = (a;;) et

B = (b;;) dans .#y,. Notons C = AB = (c;;) : alors ¢;; = Y. airbr; et ||AB||2 = ||C||? = i c?j. Or, d’aprés l'inégalité
2
de Cauchy-Schwarz dans R", c?j = (g ainbr;)” < (X, a%) (Zk bij). Donc ||AB|)? < i [(Zk a%) (Zk b%j)] =

(SZinad) (Zn,) = I4121B).

Exercice 7 (inégalités de YOUNG, de HOLDER & de MINKOWSKI).

Soient deux réels p > 1 et ¢ > 1 tels que % + % =1
1. Soient u et v deux réels positifs. Prouver I'inégalité de YOUuNG
uP v

uv < — + —
p q

de deux manieres :
a) en étudiant, pour tout v > 0 fixé, la fonction ¢ : Ry — R, wrs % 4+ 20— gy
LR p " a
(b) en utilisant la concavité de la fonction In.
2. Soient deux réels a < b et l'espace vectoriel E = C([a, b]).
a) Soient F' et G deux fonctions positives de F telles que bpr = [°GY = 1. Montrer que "FaG <1.
a a a

(b) Soient f et g deux fonctions positives de E. Prouver l'inégalité de HOLDER

/abfgé /abf” /abg"

(¢) Examiner le cas particulier o p = ¢ = 2.
3. (a) Soient f et g deux fonctions positives de E. En remarquant que (f + g)? = (f + g)(f + g)?/9,
1/p

prouver I'inégalité de MINKOWSKI
b b b
/(f+g)p < /fp + /g”
a a a

1/p
(b) Montrer que || f||, = (f; |f|p) définit une norme sur 'espace vectoriel E.

1/p 1/q

1/p 1/p

> Dans le corrigé, on prouve aussi que : || f||, v I1f oo -



La fonction ¢ est dérivable sur R et Vu > 0, ¢'(u) = uP~! — v, d’ott le tableau de variations :

u 0 vp—1 +o0
@' (uw) |l - 0 +
® \ e
0

La fonction ¢ est ainsi positive, d’ou I'inégalité de Young.
Par concavité du logarithme, pour tous z > et y > 0, In (%z—f— %y) > %lnx + %ln y. Et par croissance de
I'exponentielle, %x + %y > zl/pyl/q. Sixz=uP et y =29, alors uv < ”}Tp + % si u et v sont strictemetn positifs. Et,
si u = 0 ou v = 0, cette inégalité reste vraie.

.2 el z 2 1. ~ b b
De I'inégalité de Young, on déduit que : Vt € [a, b], F(t)G(t) < % [F)]P + % (G, dotr [ FG< %fa FP+
1fbgg—1 41 _ i inté
2 fa G1 = p + i 1 par croissance de 'intégrale.
La fonction g est positive et continue, d’ou : si 'intégrale f; g4 est nulle, alors la fonction g est nulle et 'inégalité de
Holder est donc vraie. De méme si I’autre intégrale ff fP est nulle.

o) gy — 9
b b
(J277) (42 9)

1 1
de sorte que f; FP = f; G = 1. On déduit alors de la question précédente que f; fg < (f: fp) /w (f; gq) /a .

Dans le cas ou p = ¢ = 2, 'inégalité de Hélder s’écrit ff fg < \/ff f%/f: g2 et vaut pour toutes fonctions
f et g positives et continues sur [a,b]. Par suite, en remplagant f par |f| et g par |g|, on obtient l'inégalité

f; |fgl < «/f; fzy/ff g2 qui vaut pour toutes fonctions f et g continues sur [a,b]. Enfin, parce que f: fg‘ < f; |fgl,

il en résulte I'inégalité de CauCHY-SCHWARZ |{a|b)| < || fI|? ||g||? si on munit I'espace vectoriel C([a,b]) du produit
scalaire usuel.

Si les deux intégrales sont non nulles, alors posons, pour tout z € [a,b], F(x) =

Si f: (f + g)P =0, alors la fonction f 4+ g est nulle car c’est une fonction continue et positive. Par suite les fonctions
f et g sont nulles car elles sont positives. Et 'inégalité de Minkowski s’écrit 0 < 0 + 0.

Sinon f;(f +9)? = [ f(f +9)P/? + [ g(f + g)?/9. On applique I'inégalité de Hélder au premier terme :
[ f(f+g)p/a< (ffp)l/p U(f—l—g)p]l/q. De méme pour le second terme : [ g(f4g)P/9 < (fgp)l/p [f(f+g)p]l/q.
Par suite f:(f +9)P < [(f fp)l/p +(f gp)l/p] [J(f+9)P] 14 On obtient I’inégalité de Minkowski en divisant par
[f(f + g)p] Va qui est strictement positif.
On vérifie les trois axiomes d’une norme :

e la fonction |f|P est positive et continue, d’oit : f: [fP=0 = |fIP=0 = f=0;

e pour tout réel «, ff laf|P = |a|? f; [f175

e si f et g sont deux fonctions de E, alors f: If +glP < f; (If] + 1g))? par croissance de l'intégrale. D’ou

1/ 1/ 1/
(f; |f +g\p) ? < (fab (IfI + \g\)p) P car la fonction @ — z1/P est croissante sur Ry. Bt (f; (£ + |g|)p) P <

1/p 1/p
(f; |f\p> + <ff |g|p> d’apres 'inégalité de Minkowski. On a ainsi prouvé 'inégalité triangulaire.

REMARQUE — Montrons que, pour toute fonction f € E, ||fllp — ||fllec = sup |f(t)].
p—roo t€(a,d]

Si la fonction f est nulle, alors ||0g|lp =0 — 0= ||0g||co-
p—00

Sinon || f|lcc est le réel M = 1{11&[))](\f| > 0. Soit ¢ tel que M > ¢ >0 :
a,

— d’une part |f| < M sur le segment [a, b];
— d’autre part il existe un intervalle de longueur 1 > 0 sur lequel |f| > M — e par continuité de la fonction f.

Dot n(M —e)? < [/|f7 < (b~ a)MP. Donc n'/?(M — &) < ||fl|p < (b~ a)'/?M.
D’une part, nl/p = e(Inm)/P tend vers 1 par continuité de la fonction exp, d’oul nl/p(M —e€) j) M — €, donc
p—o0
M —2e < nl/P(M —¢) & partir d’un certain rang. D’autre part, (b — a)/PM — M, dot (b—a)/PM < M +¢a
p—00
partir d’un certain rang.

Donc M — 2e < ||f|lp < M + ¢ a partir d’un certain rang. On en déduit que ||f|l, — M = ||f]lco-
p—o0



Exercice 8 (Séries entieres & convergence uniforme). Soit, pour chaque n € N, le polynéme P,, défini par

k=0

Soit R > 0. On munit 'ev E = C([—R, +R]) de la norme co.

1. Montrer que la suite de fonctions (P, )nen converge dans I'evn E. Quelle est sa limite ?

2. L’ensemble des fonctions polynomiales est-il un fermé de ’espace vectoriel normé E 7

3. Montrer que, & partir d’un certain rang N, aucun polynéme P, ne s’annule sur l'intervalle [-R, +R)].

zk

1. Le rayon de convergence de la série entiere Z oy est infini. Sur le segment [—R, +R] C] — 0o, +-00], cette série entiere

k>0
converge normalement, donc uniformément, vers la fonction f : [-R,+R] = R, z +— e*. D’ou [|Pn — f|lco —> O.
n—oo
2. L’ensemble F' des fonctions polynomiales est une partie de E mais cette partie F' n’est pas fermée car la suite de fonctions

polynomiales P, € F converge (pour la norme || - ||oo vers la fonction f ¢ F (I’exponentielle n’est pas un polynéme car elle
n’est pas nulle et elle est sa propre dérivée). Cela contredit la caractérisation séquentielle d’un fermé.

1
Soit € = 3" e~ . D’apres la premiere question, il existe un entier naturel N tel que :
VY € [-R,+R], Vn > N, |P,(z)—¢e"|<e.
Soient n > N et € [-R,+R] : €® = e — Pp(x) + Pn(x), d’ou 7| < |e® — Pp(x)| + |Pn(x)|, d’ou

1
|Pn(@)] > [¥] — 6" — Po(a)| > e B —— o7 > — e F

> 0.
2

N | =

Donc le polyndéme P, ne s’annule pas sur Uintervalle [—R, +R)].

Exercice 9 (oral Centrale PC 2011).

On munit E = C°([0,1],R) de la norme || - ||o définie par Vf € E, ||f]l2 = (fol f2)Y/2. Soient

1.
2.

1 1
<I):fEE|—>/f et \I/fEEH/|f|
0 0

Montrer que, pour tout f € E, |®(f)] < ¥(f) < ||f]l2-
Les applications ® et ¥ sont-elles continues de (E, || ||2) dans R.

Soit f € E : d’une part

. s 1 1/2 1.9 1/2
®(f)| < U(f), d’autre part I'inégalité de Cauchy et Schwarz montre que ¥(f) < (fo 1) X (fo f ) =

[ f]l2. L’application ® étant de plus linéaire, on en déduit qu’elle est continue. Quant & I’application ¥, elle n’est pas linéaire.
Montrons qu’elle est 1-lipschitzienne, donc continue :

1 1 1
¥(f,9) € B2, \w)—wg)l:'/o |f|—|g|]</0 uf\—\g||</0 =gl =¥(f —9) <IIf — gllo-

Exercice 10. Soit n € N*. Soit 4,,, respectivement S,,, le sous-espace vectoriel des matrices de M, (K)
antisymétriques, respectivement symétriques.

1.
2.

Montrer que A,, et S,, sont fermés.
Soint A une matrice antisymétrique telle que la suite (A¥),en converge. Quelle est sa limite ?

1.

L’application f : My (K) = My (K), M — M — M7T est linéaire sur un ev de dimension finie donc elle est continue. D’olt
Sn = Ker(f) = f71 ({OMn(K)}) est un fermé car c’est I'image réciproque d’un fermé par une application continue >
proposition 50 du chapitre XI.

On montre de méme que A, est un fermé en utilisant ’application My (K) — M (K), M — M + M7T.



2. Soit L la limite de la suite convergente (AF)gen.

La suite (A%2*) e est extraite de la suite (A*)en, elle converge donc aussi vers L > proposition 14 du chapitre XI. De
plus, chaque matrice A%2* est symétrique et ensemble S,, est fermé d’apres la premiere question, donc la matrice L est
aussi symétrique d’apres la caractérisation séquentielle d’un fermé > proposition 54 du chapitre XI.

On montre de méme que la matrice Lest antisymétrique car c’est la limite de la suite des matrices A2¥+1 antisymétriques.

Or Ap NSp = {04, (k) }- Donc la matrice L est nulle.

Exercice 11. 1. Soit A € M, (K) une matrice carrée de taille n. Montrer que A est nilpotente si, et
seulement si, A" = 0. En déduire que I’ensemble des matrices nilpotentes de taille n est un fermé de
M, (K).
2. Montrer que toute matrice triangulaire de M,,(K) est la limite d’une suite de matrices diagonalisables.
En déduire que 'ensemble des matrices diagonalisables de M,,(C) est dense dans M,,(C).

1. Soit une matrice A nilpotente. Il existe alors p € N* tel que AP = 0 et AP~1 # 0. Par suite il existe X € .#y,1(K) tel que
AP=1X £ 0. Puis on montre que la famille (X, AX,---, AP~1X) de p vecteurs colonnes est libre > Exercice 34 du chapitre
II. On en déduit que p < n car la dimension de .#},1(K) vaut n. Or AP =0. D’ot A" = AP - A""P =(0- A" P = (.

Réciproquement, si A™ = 0, alors A est nilpotente.

De cette équivalence, on déduit que ’ensemble des matrices nilpotentes est égal a I'image réciproque de ’ensemble
{0.#,.,(x)} par Papplication f : Mpn(K) = Mnn(K), M+ M™. Or f est continue car (x) et {0 4, (x)} est un fermé,
done f1 ({0_4,..,x)}) est un fermé.

(x) f est la composée g o h des applications h : Mnn(K) —» Mpun(K)", M — (M,--- , M) et g : Mun(K)" —
Mpn(K), (My,--+,Mp) — M1 X -+ X My qui sont continues car g est linéaire sur un ev de dimension finie et h est
multilinéaire sur un ev de dimension finie.

2. Comme My, (K) est de dimension finie, on sait qu’une suite suite de matrices converge si, et seulement si, chacune de
ses coordonnées converge. Soit T une matrice triangulaire : ses valeurs propres sont égales a ses éléments diagonaux
ALy An.

Si ces valeurs impropres sont toutes égales, alors on pose € = 42. Sinon,
1
g = = in |>\1—A]‘
2 Ni#N;

Puis on définit, pour chaque k € N*, une matrice

Tk:deiag<%,i,---,i).

La suite (T},) converge vers T et chaque matrice Ty est diagonalisable car ses valeurs propres sont distinctes deux a deux.

Dans la suite, K = C : toute matrice A est donc trigonalisable. Par suite, il existe P € GLy(C) telle que la matrice
T = P~ 1 AP est triangulaire. Or on vient de montrer qu’il existe une suite de matrices diagonalisables T}, qui converge
vers T'.

On définit, pour chaque p € N*, A, = PT, P~1. D’une part, chaque matrice Aj est diagonalisable car semblable & la
matrice diagonalisable T. D’autre part, la suite (Ag) converge vers A. En effet T}, k*) T, d’ott PT, P! k*) prp—1
—00 — 00

car l'application M — PMP~1 est continue (comme toutes les applications linéaires sur un ev de dimension finie).

Exercice 12. Soient A et B deux parties d’'un espace vectoriel normé E, A et B leur adhérence.

Montrer que :

1. si AC B, alors A C B;

2. AUB=AUB;

3. ANBC AN B;

4. Soit E = R. Trouver deux parties A et B de R telles que AN B ¢ AN B.




1. Hypothese : A C B.
Premiére méthode : soit « € A. Alors Ve > 0, B(z,e) N A # @.
Dou:Ve >0, Jye€ A, y € B(z,e). Ory € A = y € B par hypothese.
Dot : Ve >0, 3y € B, y € B(z,¢). D’otr z € B.
Donc A C B.

Deuxiéme méthode : on utilise la caractérisation séquentielle de ’adhérence. Un point a est adhérent & A si, et seulement
si, a est la limite d’une suite (uy) d’éléments de A.

Soit € A. Alors z est la limite d’une suite (u,) d’éléments de A.
Or Vn € N, u, € B par hypothese. D’ot1 x est la limite d’une suite (uy) d’éléments de B. D’ot = € B.

Donc A C B.
2. x Montrons d’abord que : AU B C AU B. Cela résulte de la question précédente car A C AUB et BC AUB.

*% Montrons ensuite que : AUB C AU B.
Premiere méthode : soit z € AU B. Alors
Ve >0, B(z,e)N(AUB) # @ Q
— ou bien z € B;
— ou bien z ¢ B. Alors 3¢9 > 0, B(z,e0) N B = @.
D’ou Y0 < € < €9, B(z,e) N B = @.
Or O, doti : VO < e < eg, Blz,e) N A # 2.
Dot Ve > 0, B(z,e)N A # @. Dot x € A.
Donc AUB C AUB.
Deuxiéme méthode : soit z € AU B. Alors z est la limite d’une suite (uy) d’éléments de AU B.
— ou bien on peut extraire de (un) une suite d’éléments de B et alors « € B;

— ou bien & partir d’un certain rang N tous les un sont dans A. Alors z est la limite de la suite (un),>n dont tous les
élements sont dans A. D’ol z € A.
Donc AUB C AUB.
3. Cela résulte de la premiere question : ANB C A, d’ott ANB C A. De méme, ANB C B. Donc ANB C ANB.
4. Soient A=Qet B=R\Q:alors AN B = @ mais ANB =R.

Exercice 13 (inégalité de BESSEL & égalité de PARSEVAL).

Soit E un espace préhilbertien et || - |2 la norme associée au produit scalaire (-|-). Soit (en)nen une suite
de vecteurs de E. Soit  un vecteur de E.

1. Pour chaque n € N, on note p,, la projection orthogonale sur le sous-espace vectoriel F,, = Vect (ex, k € [0,n]) .
Montrer que la suite des réels |z — p,,(z)||2 est décroissante.

2. On suppose que la suite des vecteurs e, est totale, i.e. Vect(e,,n € N) est dense dans E. Montrer que la
suite des réels ||z — p,(x)||2 tend vers 0.

3. On suppose que la suite des vecteurs e,, est orthonormée, i.e. V(i, j) € N2, (eile;) = d;;. Prouver, pour
tout n € N, 'inégalité de BESSEL :

n

> (aler)? < 3.

k=0

En déduire que la série numérique Y (x|ex)? converge.
4. On suppose que la suite des vecteurs e,, est orthonormée et totale. Prouver 1'égalité de PARSEVAL :

> (alex)? = Jlall3.

k=0




1. Soit n € N: ||l — ppy1(x)]2 = iFI"lf lx — y|l2 d’apres le théoréme des MOINDRES CARRES. Or Fy, C Fpy1, d'ou Vy €
yelp41

Frn, |lz—9ll2 > ||z —pn+1(z)||2 car 'inf est un minorant. En particulier, py(z) € Fy, donc ||z —pn(2)|2 > ||z — pr+1(z)]|2.
La suite des réels ||z — pn(x)||2 est donc décroissante.

2. Soit € > 0 : la suite (eg)ren est totale, il existe donc N € N et un vecteur yy € Fi tels que ||z — ynll2 < e. Or
|z — pn(2)|l2 < ||z — yn|l2- Et la suite des réels ||z — pn(z)||2 est décroissante. D’out Vn > N, ||z — pp(x)||2 < . Donc
o= p(e)ll2 — 0.

3. La famille (ex)re[o,n] est une b.o.n. du sous-espace vectoriel F,, d’ott :

n
— d’aprés le théoréme de la PROJECTION ORTHOGONALE, pn(z) = Y _(zlex)ex ;
k=0
n
— d’apres le théoreme de PYTHAGORE, ||pn(%)||3 = Z<x|ek)2.
k=0

n
Or ||pn(x)||2 < ||z||2 car, d’apres le théoréme de PYTHAGORE, ||z — pn(2)||2 + ||pn(z)||3 = ||z||?. Donc Z(m\ek>2 < |lz|3.

k=0
n
La suite des sommes partielles S, = Z(x|ek)2 est majorée (par ||z]|2), elle est aussi croissante (car ses termes sont
k=0
positifs), donc la série numérique 3 (z|ex)? converge.
4. ||z]|2 — Sn = |1z]|2 — llpn(2)]13 = ||z — pn(z)||3 d’apres le théoreme de Pythagore. Or ||z — pp(z)|l2 — 0 d’apres la
n—oo
o0
. N 2 2
question 2, d’out Sy, el |l]|2. Donc kz:()(z|6k> = [l=ll3.

Exercice 14 (Une norme est euclidienne ssi elle vérifie lidentité du parallélogramme).

Soit E un espace vectoriel muni d’une norme ||.|| vérifiant 'identité du parallélogramme :
V(z,y) € B2, o +yl? + |z —y)* = 2]|® + 2l|y|*.
Soit f : E? — R lapplication définie par :

e 4yl e —yl?

V(z,y) € B, f(z,y) I

1. Soient x, y et z trois vecteurs de E. Montrer que :
(a) flz+y,2)+ flz—y,2) =2f(x,2);
(b) f(Og,2) =0et f(2z,2) =2f(x,2);
(C) f(x,z)—l—f(y,z) = f(x+y,z)

2. Montrer que la fonction f est bilinéaire, symétrique, définie et positive

> ’exercice 4 de ce TD et le corollaire 36 du chapitre XI.
3. En déduire qu’il existe un unique produit scalaire tel que Vv € E, (v[v) = |[v]|?.

Voir le corrigé manuscrit.



