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I. LES ENSEMBLES DE MATRICES

1.1. Généralités.

Définition. Une matrice a n lignes et p colonnes & coefficients dans K est une famille

(@ij)ic (1n); je 1y 4 Eléments de K.

L’ensemble de ces matrices est noté M, (K).

On peut se représenter une matrice A = (a;;)
lignes et p colonnes :

i€ [1,n]; je [1,p]

ainx Qi - Qip
A — G21 Q22 - a.Qp
Apl Qp2 - App
Exemples et cas particuliers :
Lo g 4 L2
1/142 EMgg(K),B: EM42(K);etC’: 5 6 7 EMg(K).l
3 5 6 5 6
7 8 78 9

~J O UL Ut = = =

11

12
13
13
15
17

de M,,, (K) comme un tableau de scalaires a n

2/ La matrice nulle de M,,, (K) est celle dont tous les coefficients sont nuls; pour éviter les confusions,

elle est notée Ow,, (x)-

1. Lorsque n et p sont égaux, on notera M, (K) plutdt que M, (K).
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1 00
3/ La matrice ( (1) (1) > est appelée matrice identité de M (K), et est notée I,. La matrice | 0 1 0

0 01
est appelée matrice identité de M; (K), et est notée I3. Plus généralement, la matrice identité de
M, (K), notée I,,, est une matrice carrée a n lignes et n colonnes dont les coefficients diagonaux sont
égaux a 1, et les autres sont nuls.

4/ Une matrice colonne (resp. ligne) est un élément de M, ; (K) (resp. M, (K)).

[.2. Opérations sur les matrices.
Remarque. Jusqu’a la fin de ce chapitre, pour une matrice A € M, (K), on notera A = (a;;) plutoét que
A = (ai;)

€ [1,n],5€[1,p]"

[.2.1. Somme de deux matrices de M,, (K).

Définition. Soient A = (a;;) et B = (b;;) deux matrices de M,,, (K). On définit la somme des
matrices A et B et on note A+ B la matrice de M,,, (K) telle que :

V(Z,]> E[[l,n]] X [[1,])]], (A‘i‘B)U :aij+bij

124 03 -1 153
Exemple'(3 5 6)+(2 1 —2):(5 6 4)

Propriétés. Soient A, B et C trois matrices quelconques de M, (K).

1/ LCL: A+ Be M,,(K)

2/ Associativité: (A+B)+C=A+(B+C)

3/ Elément neutre : A+ Oy, &) = A = Om,,x) + A

4/ Inverse : A+ (—A) =0m,,® = (—A)+ A (en ayant noté (—A) = (—ay;) € My, (K))
5/ Commutativité : A+ B=B+ A

En d’autres termes : (M, (K),+) est un groupe abélien.

Remarque : pour A € M,,, (K), la matrice (—A) est appelée matrice opposée de A.

1.2.2. Multiplication par un scalaire dans M,, (K). .

Définition. Soient A = (a;;) et A € K. On définit la matrice AA comme la matrice de M,,, (K) telle
que :

V(,j)el[l,n] x[1,p], ()\A)ij = \a;j

1 2 4 3 6 12
Exernple.3<3 5 6>:(9 15 18)
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> Un mot sur les combinaisons linéaires. Si (Ay),c[,,) est une famille d’¢léments de M,, (K), une
m

combinaison linéaire de ces matrices s’écrit Z A Ag, les Ay, étant des scalaires quelconques. Par exemple,
k=1

toute matrice de My (K) s’écrit comme combinaison linéaire de quatre matrices (appelées matrices élémen-

taires), explicitement :

()= (D) (D) (D) (2)

J/ [\ J/ [\ (.
-~ -~ -~ -~

E11 Eyo E21 Ea2

Dans cette situation, nous dirons un peu plus tard que la famille { 11, F12, F91, E9s} est une base du K-espace
vectoriel M, (K).?

1.2.3. Produit matriciel.

Définition. Soient A € M,,, (K) et B € M,, (K).
On définit la matrice produit A x B (ou AB) comme la matrice de M,,, (K) telle que :

V(i,j)el[ln] x[1lq], (AB)z] :Zaikbkj
k=1

Remarque 1. Dans un sens qui sera rendu plus précis au second semestre, le coefficient (AB);; est le
produit scalaire de la i-éme ligne de A et de la j-éme colonne de B.

Remarque 2. Le produit de deux matrices A x B est défini si et seulement si le nombres de colonnes de A
est égal au nombre de lignes de B. Explicitement, en posant :

1 1 0
1 2 4
A:<356> et B=]10 —-11

le produit AB est défini tandis que le produit BA ne l'est pas!

Au passage d’ailleurs, on a : AB = ( g :; é )

Il se peut encore que les produits AB et BA soient simultanément définis, mais ne soient pas de méme

format. Pour illustrer cette affirmation, considérons les matrices :

1
A=(1 2 4) et B:(l)

Dans cette situation, les produits AB et BA existent, mais : AB € M;(K) tandis que BA € M; (K).
Explicitement :

AB=(5) et BA=

_ o
N O DN
=~ O

— = - = =
2. Pour vous donner des exemples plus familiers, { i, } est une base de R?; { i,7,k } est une base de R3.
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En résumé, dans un produit matriciel, il faut faire trés attention a 'ordre!

Remarque 3. Lorsque le produit AB est défini, la matrice AB hérite du nombre de lignes de A et
du nombre de colonnes de B.

(Propriétés du produit matriciel). Sous réserve que les produits suivants soient définis, on a :
1/ A(BC)=(AB)C (associativité)

2/ A(B+C)=AB+ AC (distributivité par rapport a la somme)

3/ (M)B = \X(AB) = A(\B) (compatibilité avec la multiplication par un scalaire)

Remarque. Attention!!! Le produit matriciel n’est pas commutatif.

Un exemple pour illustrer cette affirmation : on pose

10 01
A:(o 2) et B:(o 0)

01 ) 0 2
AB:(O O) tandis que BA—(O 0)

On a alors :

[.2.4. Transposée d’une matrice.

Définition. Soit A € M, (K). La transposée de A, notée 'A est la matrice de M, (K) définie en
posant : Vi €[ Lip], Vi€[Lin], ("A); = Az

Informellement, la transposée de A est obtenue en “écrivant en colonnes les lignes de A”.

1 2 4

) 1 3
,ona:fA=| 2 5
3 5 6 46

Exemple. En posant A = (

Propriétés de la transposée.

1/ V(\p) € K2 V(A B) € My, (K)?, "M+ puB)=\N'A+pu'B  (linéarité)
2/ VAeM,,(K), "(*tA)=A

3/ VA e M,, (K), VB € M,, (K) (K), "(AB) = 'B'A.
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II. MATRICES CARREES
II.1. I’anneau M, (K).

Une matrice est carrée lorsqu’elle a autant de lignes que de colonnes (“n = p”).

Le groupe abélien des matrices carrées a n lignes et n colonnes (de taille n) a coefficients dans K est noté
M,, (K) (plutot que M, ,, (K)).

La matrice identité de M, (K), notée I,,, est la matrice n’ayant que des 1 sur sa diagonale, des 0 partout
ailleurs. Plus précisément :

V (i,5) € ([Ln])?, (In),; =1sii=j, et 0 sinon.

Notation. Pour faire plus court, on peut réécrire la définition précédente en utilisant le symbole de
Kronecker :

¥ (i.5) € ([Ln])*, (L), = by

le symbole de Kronecker d;; étant défini comme l'entier égal a 1 lorsque ¢ = j, nul sinon.

La matrice I,, est I’élément neutre pour la multiplication dans M, (K), cad :

Conséquence. La matrice I, et plus généralement la matrice Al,, (A € K) commutent avec toute matrice
de M, (K), dans le sens ou :

Vie K, VAeM,(K), AAL,) = (AL,) A=A

Propriété. (M, (K),+, x) est un anneau (non commutatif et non intégre pour n > 2).
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Pour illustrer le fait que 'anneau M,, (K) n’est ni commutatif, ni intégre, considérons les matrices suivantes :
10 01
A= ( 0 0 ) et B = ( 00 >

01 00
A# O B # Oy AB:(O 0); BA:(O O)

On a alors :

On peut en conclure que M, (K) n’est ni commutatif (AB # BA), ni intégre (BA = O, k) avec A et B non
nulles). Cet exemple se généralise & M,, (K) avec n > 2 (il suffit de rajouter suffisamment de zéros!).

I1.2. Sous-anneaux remarquables de M,, (K).

Définitions. Une matrice carrée est :

» diagonale lorsque tous ses coefficients sont nuls en dehors de la diagonale.

Explicitement, une matrice diagonale est une matrice D € M,, (K) telle que :
V(i.j) €[ Ln ], [i # j) = [dij =0
» triangulaire supérieure lorsque :
vV (i,j) €[ Lin]? (i>j) = (a;) =0
» triangulaire inférieure lorsque :

V(i,5) e[ Ln]? (i <j)= (ay) =0

Informellement, une matrice triangulaire supérieure (resp. inférieure) est une matrice carrée dont tous les
coefficients situés strictement en-dessous (resp. au-dessus) de la diagonale sont nuls.

Exemples.
2 0 0 2 1 4 010

Dans M3 (K), les matrices : O -1 01},{0 -1 2,100 1 sont triangulaires supérieures.
0 0 3 0 0 3 0 00
2 0 0 2 0 0 0 00

Dans Mj (K), les matrices: | 0 —1 0 |, | 4 =1 0 |, [ —1 0 O | sont triangulaires inférieures.
0 0 3 7 2 3 0 10

La matrice identité I,, et la matrice nulle Oy, (k) sont des matrices triangulaires supérieures et inférieures.

Plus généralement, toute matrice diagonale est une matrice triangulaire supérieure et inférieure.

a1 a2 - Qi
L o . . L 0 ax - axn
Enfin, en général, une matrice triangulaire supérieure s’écrit :
0 0 - ap
ag; 0 -+ 0
as; azg -+ 0

Tandis qu’une matrice triangulaire inférieure s’écrit :

Ap1 Qp2 - An



MPSI — Calcul matriciel 7

Notations : notons D,, (K), T, (K) et T, (K) les ensembles des matrices diagonales, triangulaires supé-
rieures et triangulaires inférieures de M, (K) respectivement.

On peut observer que : | T} (K)N T, (K) = D, (K)|.

Propriété. (D, (K),+,x), (T} (K),+,x) et (T, (K),+,x) sont des sous-anneaux de
(M, (K) , +, %)

En outre, 'anneau (D,, (K), +, x) est commutatif pour tout n € N*.

Enfin, pour n > 2, aucun de ces anneaux n’est intégre, et les anneaux T, (K) et T, (K) ne sont pas
commutatifs.

Remarque. On a déja évoqué de nombreuses fois la non-commutativité du produit matriciel. Pour ne pas
radoter, ’essentiel & retenir de la propriété ci-dessus est que :

» le produit de deux matrices triangulaires supérieures est une matrice triangulaire supérieure ;

» le produit de deux matrices diagonales est particuliérement simple a effectuer :

dla‘g <)\17 R )\n) X dlag (:U’lv s 7:un) - dlag ()\IMIJ s 7)‘n/~Ln)

I1.3. Calcul de AV.

Soit A € M,, (K), et soit N un entier naturel. On définit la matrice A™ en posant :

A% =1, et pour tout N € N*, AN = A x AN-!

11.3.1. Cas triviauz.
Il existe quelques cas ot le calcul de AV est particuliérement simple :

» YNeN IV =1,
» VN eN, [diag(\i,...,\)]" =diag (A, ..., AY)

» Lorsque A est nilpotente, AV et nulle & partir d’un certain entier naturel. Par exemple, si :

A= ,alors A% = Oy (k)

o OO
OO =
S W N

Do : AN = Owms (k) pour tout entier N > 3.

Plus généralement, toute matrice triangulaire stricte (cad triangulaire avec des coefficients diagonaux tous
nuls) est nilpotente.
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11.3.2. Par récurrence.

En-dehors des cas évidents du paragraphe précédent, une autre méthode pour calculer AV consiste & prouver
une formule (donnée dans I’énoncé ou conjecturée) par récurrence sur N.

1 a\” 1 na
Exemple 1. Vn € N, <0 1) :(O 1 )

Exemple 2. vae N, (G () ") - (i ).

La preuve de I’hérédité dans ce cas est fournie par le fait que :

(0w ) (0 )= (S6rd v )

A N A B
Exemple 3. Vn € N*, (1 1> =2 (1 1).
11 1\" 111
Exemple 4. Vn € N*, 111 =311 111
111 111

11.3.3. Awec le binéme de Newton.

Lorsque le calcul de AN n’est pas aisé a faire par récurrence (en cas de conjecture “compliquée”), on peut
tenter d’utiliser la formule du bindéme de Newton, en n’oubliant pas de vérifier I'hypothése nécessaire a son
application.

Formule du binéme de Newton dans M, (K). Soient A et B dans M, (K), telles que AB = BA,

et soit N € N. Alors :
N N N
(A+B)" AFBNTE — ANk BE
o= (o) =2 ()

=0 k=0

2 11
Exemple d’application. Posons : A=| 0 2 1
0 0 2
011
Observons que : A =23+ Bavec B=| 0 0 1
0 00
0 01
»Ona:B =0 0 0 | et B3 =0yyx). Ainsi : Vk € N, (k> 3) = (B* =0uy)) (#).?
000

» On a: (2I3) x B = B x (2I3) (). En effet, toute matrice de la forme (AI3)* commute avec toute
matrice de M3 (K).

3. Ainsi la matrice B est nilpotente.
4. Une telle matrice est appelée matrice scalaire.
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» Soit N un entier naturel. On a : AN = (2I3 + B)". Grace a (&), on peut utiliser la formule du binéme
de Newton pour écrire :

N /N N
AN:Z(k>Bk 2I5)" Z( )21”3’“

k=0 k=0
D’aprés (#), on a encore :

2
N N(N -1
AN — Z( >2N/€Bk — 2N BO +N2Nle+ ( )2N72BQ

k 2
k=0 =I3
Explicitement :
2V 0 0 0 N2N-1 NoN—1 0 0 N(N—1)2V=3
AN=1 0 2% 0 |+ 0 0 N2NMU )4+ [ 0 0 0
0 0 2V 0 0 0 0 0 0

D’ou finalement :

2N N2N-1 N (N +43)2V-3
VNeN AV=[ 0o 2V N2N-1
0 0 il

11.3.4. Et apres ?

Les méthodes évoquées précédemment ne sont pas les seules permettant de calculer AV : au programme de
cette année, il en existe deux autres, que nous rencontrerons cette année dans le chapitre sur les polynémes
(au printemps), puis dans un chapitre d’algebre linéaire (sans doute au mois de mai).

I1.4. Matrices symétriques et antisymétriques.

Définition. Une matrice carrée A de M, (K) est symétrique (resp. antisymétrique) lorsque
PA=A  (resp. '"A=—A)

Notations. Dans ce chapitre, nous conviendrons de noter S, (K) et A, (K) les ensembles des matrices de
M, (K) symétriques et antisymétriques respectivement, cad :

S, (K)={4e M, (K) /tA= A} et A, (Ky={Ae M, (K) /tA=—A}
Exemples.

1/ La matrice nulle Oy, k) est symétrique et antisymétrique.

2/ La matrice identité I,, est symétrique, mais pas antisymétrique.

1 2 3
3/ La matrice | 2 0 4 | est symétrique mais pas antisymétrique.
3 4 5
0o 2 3
4/ La matrice | —2 0 4 | est antisymétrique mais pas symétrique.
-3 -4 0
1 2 3
5/ La matrice | —2 0 4 | n’est ni symétrique ni antisymétrique.
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: cos (#) —sin () o N — . _
6/ La matrice ( sin (8)  cos (6) est symétrique (resp. antisymétrique) si @ = 0 [n] (resp. 0 = B) [7]);
ni symétrique ni antisymétrique lorsque 6 # 0 [g]

Propriétés.
1/ (Sn (K),+) et (A, (K),+) sont des sous-groupes de (M, (K), +).

2/ S, (K) est stable par combinaison linéaire, cad :

V(\p) € K2 V(A B) e S, (K)?, M+ puB) € S, (K)
3/ A, (K) est stable par combinaison linéaire, cad :

Y\ p) e K2 V(A B) e A, (K)?, M+ puB) e A, (K)

4/ Une matrice antisymétrique ne comporte que des zéros sur sa diagonale.

5/ La matrice nulle Oy, k) est la seule matrice de M, (K) simultanément symétrique et antisymétrique,
cad :

Sn (K> N An (K) = {OMn(K)}

Remarque. Attention, il n’est pas vrai en général que le produit de deux matrices symétriques est encore
une matrice symétrique. Considérons par exemple les matrices :

10 01
A:(o 2) et 32(1 o)

Il est clair que A et B sont symétriques. En revanche :

10 01 01
AB:(O 2)(1 o)z(z 0)
AB n’est donc pas symétrique.

D’une certaine maniére, les matrices symétriques et antisymétriques jouent pour les matrices carrées le
méme role que les fonctions paires et impaires pour les fonctions définies sur R. Cette analogie est rendue
plus explicite par I’énoncé ci-dessous, qui vous rappellera sans doute un théoréme vu a l'issue du premier

chapitre du cours de cette année.

Théoréme (décomposition “Symeétrique + Antisymétrique”).
Toute matrice de M,, (K) s’écrit de maniére unique (a l'ordre des facteurs prés) comme somme d’une
matrice symétrique et d’'une matrice antisymétrique.

Avec des quantificateurs :

VM eM,(K), 3 (S,A) e S,(K)x A, (K), M =S+ A

- 1 1
Explicitement : S = 3 (M+ tM) et A= 3 (M— tM).
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IIT. MATRICES INVERSIBLES

Dans ce paragraphe, on ne considére que des matrices carrées, la définition de matrice inversible nécessitant
que l'on travaille dans un anneau de matrices.®

II1.1. Généralités.

Définition. Une matrice A € M,, (K) est inversible si elle est inversible pour la multipli-
cation dans M, (K).

En d’autres termes, A € M,, (K) est inversible s’il existe une matrice B € M, (K) telle que :
AXB:In et BXA:ITL

Notations. On a établi au chapitre 12 que lorsque A est inversible, la matrice B de la définition ci-dessus
est unique; elle est alors appelée inverse de A, et elle est notée AL,

Par ailleurs, on note GL,, (K) I’ensemble des matrices inversibles de M,, (K).

Remarque. Avec les notations du chapitre précédent, on a : GL, (K) = M,, (K)*.% I’ensemble des matrices
inversibles de M, (K).

En particulier, on déduit de résultats généraux démontrés au chapitre 12 I’énoncé ci-dessous.

Propriétés. (GL, (K), x) est un groupe.
En outre, si A et B appartiennent a GL,, (K), alors :
» (AxB)e CL,(K)et (AxB) ' =B1'xA"!

> Al e GL, (K)et (A7) =4

Remarque et terminologie. Le groupe GL, (K) est appelé groupe linéaire. Il est (évidemment) non
abélien pour tout n > 2.

Par exemple, la matrice A = diag(1, —1) est inversible, et A™! = A.

. (11 . . o (1 =1
La matrlceB—(O 1 ) est inversible, et B _(() 1 )

1 1 1 -1
(3 1) w man() )

Puisque AB # BA, cet exemple illustre que le groupe GL3 (K) est non abélien.

Ona:

5. Et, si vous avez bien suivi ce qui précéde, M,, (K) est un anneau (non commutatif et non intégre); mais My, (K) n’en
est pas un si n # p, puisque 'on ne peut alors pas multiplier deux matrices de M, (K) entre elles (“pas de seconde fci”).
6. Pour un anneau (A, +, x), la notation A* désigne en effet 'ensemble des éléments inversibles pour la loi “x”.
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Avant de donner les premiéres méthodes relatives a ce paragraphe, on donne un énoncé d’importance cruciale
en pratique (dont la preuve sera donnée dans le cours d’algébre linéaire).

Propriété. Soit A € M, (K).
A e M, (K) est inversible s’il existe une matrice B € M, (K) telle que :
AxB=1, ou BxA=1,

III1.2. Matrices “évidemment” inversibles, et “évidemment” non-inversibles.

> [, estinversibleet I/ ! = I,,. Plus généralement, pour tout scalaire A non nul, la matrice A, est inversible,

1
et (A\L,) " = 1 I

> Owm, (k) est évidemment non inversible.

> Plus généralement, la matrice diag (A1,...,\,) est inversible SSI tous les A; sont non nuls.

Lorsque tel est le cas, on a :

. - _ 1 1
[diag (A1, ..., \)] " = diag (A—l, e )\—n)

> Pour tout scalaire «, la matrice A = ( é (f ) est inversible et on a A7! = ( (1) —1a )

> La matrice nulle n’est pas inversible, mais il ne suffit pas qu'une matrice soit non nulle pour étre
0

00 > ne sont pas inversibles (bien que non nulles).

inversible : par exemple, les matrices ( ; ; ) et (

Pour généraliser ces 2 exemples, nous démontrerons qu'une matrice A n’est pas inversible si :

— une ligne ou une colonne de A est nulle;
— A posséde deux lignes ou deux colonnes égales ;
— A posséde deux lignes ou deux colonnes proportionnelles ;

— une ligne (resp. colonne) de A est combinaison linéaire des autres lignes (resp. colonnes) de A.

Par exemple, les matrices

12 3 1 2 -1 1 0 1 123
12 3 |, 36 0 ), [2 -1 1], et 456
10 —1 1 -2 4 1 1 2 789

ne sont pas inversibles.
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II1.3. Matrices inversibles dans M, (K).

Théoréme (Description de GL; (K)).
Dans M, (K), la matrice A = ( CCL cbl ) est inversible si et seulement si ad — be # 0.
1 _
Son inverse est alors : A~ = d b .
ad —bc \ —¢c a

Terminologie. Mémes notations que dans le théoréme. Le scalaire ad — bc est appelé déterminant de la
matrice A et est noté det A.

En utilisant le déterminant, le théoréme précédent devient :

{A _ ( .« ) € L, (K)} s [det(A) # 0]

1 _
Et lorsque det A # O on a: A™! = dot(A) ( _dc ab )
1 _
1/ La matrice A = b2 est inversible puisque det A = —2, et A™! = —= 4 2 :
3 4 2\ -3 1
1

2/ La matrice A = ( 2 ) n’est pas inversible puisque det A = 0.

3 6

Pour achever ce chapitre, et anticiper sur la suite du cours de cette année, on peut citer les propriétés
suivantes du déterminant dans M, (K).

Propriétés du déterminant dans M, (K).
1/ V(A4,B) € M, (K)?, det(AB) = det(A) det(B)
2/ VA€ My(K), VA e K, det(AA) = A2 det(A)

1
~ det(A)

4/ VA€ My (K), det(*A) = det(A)

3/ VA€ GLy (K), det(A™)

III.4. Matrices inversibles et systémes linéaires.

“Il n’y a plus qu’a” étudier le cas des matrices inversibles dans M,, (K) pour tout entier naturel n > 3...

Ceci passe essentiellement par ’énoncé suivant, qui fait le lien entre I'inversibilité de A et la résolution d’un
systéme linéaire.

Théoréme (Caractérisation des éléments de GL,, (K)). Soit A € M,, (K).

A est inversible si et seulement si pour tout B € K", le systéme AX = B admet une
(unique) solution.

Lorsque tel est le cas, 'unique solution du systéme AX = B est A™'B (qui est en effet un
¢lément de K™).
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-1 0
-1

Exemple 1. Soit la matrice A = 1
0 1

OO =

On veut déterminer si A est inversible, et dans I'affirmative obtenir A~!.

bl o
A cette fin, on introduit un vecteur B = | by | et on résout le systéme : AX = Bou X = | xo | désigne
bs T3
un vecteur inconnu.
Pratiquement :
1 -1 0 i b1 r1 — Ty = b1 r1 = bl+b2+b3
AX = B < 0 1 -1 Z9 = bg <~ Tog — T3z = b2 <~ To = by + b3
0 0 1 I3 bg Irs = b3 r3 = bg

Il s’ensuit que le systéme AX = B admet une unique solution (pour tout choix de B), puisque le triplet
(21,29, x3) est déterminé de maniére unique en fonction de by, by et b3. On en déduit déja que A est
inversible.

Puisqu’en outre on sait que dans ce cas I'unique solution de AX = B est A1 B, la lecture des coefficients
intervenant devant by, by et by dans les expressions de x;, x5 et 23 permet d’obtenir A~!, & savoir : A=! =

01 1
0 0 1
1 =1 0 0
o . -1 1 -1 0
Exemple 2. On considére la matrice : B = 0 -1 1 —1 € My (K).
0 0o -1 1

On veut déterminer si B est inversible, et dans 'affirmative obtenir B~!.

On fixe donc C' un vecteur arbitraire de K*, et on cherche X € K* tel que BX = C.

I — X9 = (1 To9 = —C3—C4
—x1 + 1o — I3 = C r1 = €] —C3—Cy
BX =(C «— <—
— X9 + X3 — T4 = C3 T3 = —C] — Cy
— T3 + T4 = ¢4 Ty = —CL—C+cCy

1 0 -1 -1
0 0 -1 -1
-1 -1 0 0
-1 -1 0 1

Conclusion : B est inversible et B~! =
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11 2
Exemple 3. Considérons la matrice A= | 0 1 —1
00 O

On veut déterminer si A est inversible, et dans I’affirmative obtenir A~!.

b T
A cette fin, on introduit un vecteur B = | by | et on résout le systeme : AX = Bou X = | xy | désigne
bs T3
un vecteur inconnu.
1 1 2 T b1 I +$2+2I3 = bl
Or: AX = B < 01 -1 To = bg g To — X3 = b2
0 0 0 T3 b3 0 = b3

Clairement, la derniére équation n’est vérifiée que lorsque b est nul, et le systéme AX = B n’admet donc
pas de solution pour tout B € K3. Il s’ensuit que la matrice A n’est pas inversible.

IV. MATRICES SEMBLABLES

Définition. Deux matrices A et B de M, (K) sont semblables s’il existe une matrice P € GL,, (K)
telle que : B = P~1AP.

Exemples.

1/ La matrice identité I,, n’est semblable qu’a elle-méme.

2/ La matrice nulle Oy, k) n’est semblable qu’a elle-méme.

3/ Considérons les matrices A = ( _? /4 3_/;1 ) et P = ( _13 _11 ) La matrice P est inversible (car

1711
o
det(P) #0) et : P! = 2<1 5

(0 )3 2) =500 ) (20 5l

P7'AP = ( —l4 0 )

1/1 1
-1 _ =
On a alors P~ AP = 2(1 3>

) L/1/2 0
. —1 _ = JIEN .
Soit : P7*AP = 5 ( 0 3/2 d’ou finalement :

0 —3/4

Les matrices A = ( 0 3/4 ) et D= < _3/4 _?())/4 ) sont donc semblables.

4/ Pour d’autres exemples, voir les 1974 exercices d’entrainement en ligne sur ce théme.
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Propriétés des matrices semblables.
1/ La relation de similitude est une relation d’équivalence sur M,, (K), cad :
a/ Réflexivité :VAe M, (K), A~ A
b/ Symeétrie : V (A, B) € M, (K)*, [A~ B] <= [B ~ A]
¢/ Transitivité : V (4, B,C) € M, (K)*, [A~B)A (B~ C)] = [A~ (]

2/ Deux matrices semblables ont méme trace, cad :
V (A,B) e M, (K)?, [A~ B] = [trace(A) = trace(B)]

Dans ce contexte, on dit que la trace est un invariant de similitude.

On acheéve ce chapitre par une “propriété” extrémement utile en pratique. Le plus souvent, on vous deman-
Y
dera de ne pas utiliser cette propriété telle quelle, mais de savoir la redémontrer. Dans le contexte
)
des Concours, il s’agit donc d’une “question classique”.

(Exercice classique). Soient A et D deux matrices de M, (K).
Si A et D sont semblables, alors A™ et D™ sont semblables pour tout n € N.
Plus précisément, s'il existe P € GL, (K) telle que D = P71 AP, alors :

Vne N, D"=Pl'A"P ou, ce quirevient au méme: Vnée€ N, A"=PD"p-!

Cette propriété fournit donc une nouvelle méthode pour le calcul des puissances d’une matrice. L’exemple
ci-dessous illustre cette méthode.

Exemple. Calcul des puissances de A = ( _? /4 3_/;1 )

: _ -3 1 -1/4 0
. 1
On peut vérifier que P AP_DavecP_< 1 1>etD_( 0 3/4>.

D’aprés ce qui précéde, on a donc : Vn € N, A" = PD"P~1,

Explicitement, pour tout entier naturel n on a :
P B TR A V2 1
- 1 -1 0 (—3/4)" 2
n -3 1 (—1/4)" 0 11
4 __(1 —1)( 0 (—3/4)”)(1 3)

1
2
w3 (3 5 (G S0

o[ ) ) ) )
(G Ry
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Conclusion : Vn € N, A" =

1 1
2 4

&

) () ()

V. SYNTHESE - A SAVOIR, A SAVOIR FAIRE

En résumé, voici la liste des connaissances et des savoir-faire & acquérir dans la premiére partie ce chapitre :

» Connaitre TOUS les énoncés du chapitre présentés dans ce résumé, et savoir les appliquer.

» Comme ce chapitre est trés calculatoire, il faut vous entrainer (calculs de produits, de puissances,
d’inverses) pour gagner en efficacité sur le théme des matrices.

» En particulier, il est important de s’entrainer au calcul de “P~!” et de “P~*AP” (dernier paragraphe
de ce cours); les applications et interprétations de ces calculs seront vus en algébre linéaire, cette

année et en Spé.



