MPSI DM 15 Dimension

Exercices classiques

01
Exercice 1. [Correction] Soit J la matrice J=| 0 0
1 0

O = O

On note & = (?,7,?) la base canonique M3 (R).
Soit f I'endomorphisme de R? définie par : vU € M31(R), tel que f(ﬁ) —JU

x
— . , —
Pour tout vecteur ¢ = (x,y,2) € R3, on note T = y | la matrice des coordonnées du vecteur t.
z
. . 1 1 1 , 3 . =
Partie | Soit @ = (—; —_—; —) et () I'ensemble des vecteurs de R” qui sont orthogonaux a .
\/g NG Q q g

1. Montrer que Q est un plan vectoriel (CaD ssev et dim=2) et que ) est stable par f.
_>
b =(1,"1/9,71/9) et T =TAD.

(a) Vérifier que (? 7) est une base de Q.

2. On pose

(b) Décomposer f( ) et f (@) sur le vecteurs 7,7.
) - — . N . —
Trouver un réel 0 tel que:f(b)zcos&b—i—sme? et f(c)z—sm@b—f—cos@?

(c) Interpréter géométriquement la restriction de f au plan Q.

B-il

Partie Il On définit ainsi les matrices colonnes a coefficients complexes X; = \/37, Xy = ? + 28 et X3 =
 Xo, X5

—= = = —
De plus on désigne par P = (X1 | Xo |X3) la matrice carré d'ordre 3, qui regroupe les vecteurs X,

1. Calculer P en fonction de ] et j2. Rappel : j est le célebre complexe..

2. Soit P la matrice dont les coefficient sont les conjugués de ceux de P.
Calculer PP en fonction de la matrice I. Que peut-on déduire de ce calcul ?

3. Pour i € {1,2,3}, calculer J?Z- en fonction de 2

Exercice 2. [Correction] Soit n € N*. On se place dans Ry [X] et on note & = (1, X, X?) sa base classique.
On considere les applications suivantes

[ Ro[X] — Ry [X] Pr—>% {P(A;() +P<X2+1)}
Ry [X]>R; P— P(1)
On convient que f° =id et que f" = fo..of
1. Justifier que ¢ est un morphisme de Ry(R) a valeurs dans R.
En ce que ¢ est le morphisme nul ? En déduire que Im(¢) = R et une base de son noyau.
2. Vérifier que f est un endomorphisme de Ry[X].
3. Soit les polyndémes Py =1, P, = —2X + 1, P, = 6X? — 6X + 1.
(a) Justifier que : € = (Py, Py, P2) est une base de Ro[X].
(b) Calculer f(Py), f(P1), f(Ps) en fonction de Py, P et Py Le résultat est simple!!1!
4. Soit le polyndme P = a + bX + cX? avec (a,b,c) € R.

(a) Déterminer les coordonnées de P dans la base &

(b) En utilisant la question Q3b., calculer [¢ o f"](P) en fonction de a,b, c.

(c) En déduire que hm [(Z) (P / P(t



Exercice plus difficile

Exercice 3. [Correction] Soit k € N, On définit les polynémes N}, par
1 1
No=1 et Nk:HI_[O(Xfp): HX(Xfl)m(Xf(kfl))
Josi

On introduit la fonction A par VP € R,[X], A(P) = P(X +1) — P(X).
On note classiquement A* = Ao Ao....0 A

1. Autour des (Ny).

(a) Montrer que (No, Ny,---, N,) est une base de R, [X].

(b) Calculer A(Ny), A(N7) et A(Ns)

(c) Montrer que Vk € N*, A(Ny) = N1

(d) En discutant selon la valeur de 4, Calculer A’ (N},) puis [A? (N)](0).

2. Etude de A
(a) Montrer que A est un endomorphisme de R,, [X].
(b) Démontrer (Admettre) que les polyndmes 1-périodique sont constants.
En déduire que : ker A = Ry [X].
(c) Montrer que : Im(A) C R,,_1[X] puis que : ImA =R,,_1[X]
3. Soit P € R,, [X] fixé.
(a) Justifier qu'il existe des réels ag, ..., a, tels que P = ag No + - -+ + a,, Ny,.
Cette décomposition est-elle unique ?
(b) Calculer les a; en fonction des [A’(P)](0).
(c) On considére la fonction T définie par VP € R, [X], T(P) = P(X +1).

> Relier A et T.

> En déduire que : AY(P) = (1)’ Z (Z> (=) P(X +«)
a=0 @
Moralité : on sait calculer les scalaires ag,ay, ..., a, en fonction de [A*(P)](0)]

et donc en fonction de P(0),P(1),...(n)

—— Vraiment difficile sans l'indication —

Exercice 4. [Correction] Soit P un polynéme de degré n.

Démontrer que la famille (P(X),P(X +1),P(X +2)...,P(X + n)) est libre

n
Indication : On suppose que : Z M P(X+k)=0
k=0
On remarque que la famille (P, P', P"|....) est une base de R, [X]

On en déduit ¥ A(X) € Ra[X], > A A(X + k) = 0.
k=0
Puis on conclut



—— Un exercice sympa —————

Cet exercice propose une nouvelle démonstration du théoreme des EDL2.
Il est original (pour la sup) et il permet de démontrer quelque chose.

Exercice 5. [Correction] Soit a:R — R et b: R — R deux fonctions € fixés.
On consideére |'équation différentielle E.
VrzeR, vy’ (z)+a(z) ¥ (z)+b(x) y(z)=0
Le but de cet exercice est de décrire les solution de E.

On suppose qu'il existe deux fonctions f, g telles que

| est solution de I'équation différentielle et f (0) =1 et f' (0) =7
g est solution de I'équation différentielle et g (0) =1 et ¢’ (0) =+’
avecr #r'

Soit y une solution I'équation différentielle E
1. Montrer que S I'ensemble des solutions de I'équation différentielle E est un ssev
2. On définit sur R la matrice W () et le réel w (z)

f'(@) g (x)

(a) Vérifier que w est solution d'une EDL1.

w (5(}) d:ef ( f (Ji) g (33) ) et w (l’) = det |:W (33)] note Kulturelle : W c'est le Wronskien

En déduire une expression de w(x) pour z € R.

(b) Justifier que : ¥z, la famille <( J{t,((i)) ) < gg,((i)) )> est une base de R2.

3. Etude des coordonnées

(a) Montrer que : ¥ , il existe A, et 1, tel que ( 5,((”;)) ) . < J{,((?) ) b ( 5/((;;)) )

(b) Justifier que les fonction A : & — A () &)\ et werx— p(x) def Lz sont dérivables.
(c) Montrer que V. z, N (z) =0et i/ () =0
4. Conclusion
(a) Déduire des calculs précédent que y = CL(f,g).
(b) Montrer que (f,g) est une base de S et ainsi dim S =cardinal ( base ) = 2

Si on applique ce résultat avec des fonctions constantes a et b et les fonction f(t) = €' et g(t) = e avec r, v’ les
solution de I'équation caractéristique X> +aX +b=0

On obtient une nouvelle démonstration du théoréme sur les ED L,



Solution de I'exercice 1 (Enoncé)
Partie |

1 1 1

Soit @ = —,—,— ) et Q I'ensemble des vecteurs de R® qui sont orthogonaux a.

<\/§ 73 \/§> Q q g
1. @ est un plan vectoriel ?

T -1 -1
Ona766,2<:>7~720<:>L:H—L +1z—0{:>ﬁ—<y>— < 1 )—!—z( 0 )
V3 BB o AR W .

—1 —1
Donc QQ = vect (( 1 ) , ( 0 >> ainsi () est un plan vectoriel
0 1

(Q est stable par f7?
On suppose que ¥ = (z,y,2) € Q

On doit montrer que f() = JU €EQ

A faire.
2 O pose T = (1.5 ) 4 =71 T
(a) On trouve que @ =d A b= (0, _T\/g’ ?)

(77 ?) est une base de Q7

la famille est libre (car # 0 et non//), dans @, cardinal=2 et dim(Q) = 2
Donc c'est une base de

(b) Décomposer f (?) et f () sur le vecteurs ?, .
On a
~1/2 N 1 . 0
() ()2 ()
1 —1/, V3/,
—V3/ 3 1 . 0
et f(ﬁ)—< V3/, )- 2. (1/2 >+2 ( —v3/, )
0 71/2 \/5/2
Donc § = 2% convient car cos (2%) = _71 et sin (%T) = ?

(c) Interpréter géométriquement la restriction de f au plan Q.

. . . , T
On fait un dessin et on constate que f est la rotation d'angle 6 = 5

Partie 11
1. Calculer P en fonction de j et j°.

1 1 0 1 1
onaz_<1>,z_§+ia_<_l/z >+< A >_<J~2 ) etz_z%_ia_< ; )
1 ~1/a V3/, J s

1 1 1
AinsiP=[ 1 4%
I

2. Calculer PP en fonction de la matrice I. Que peut-on déduire de ce calcul ?

_ 1—
On trouve PP = 313 Donc P est inversible et P! = =P

3
_>
3. Pour i € {1,2, 3}, calculer J X; en fonction de Z
= =
OnaJX; =X et
74 j.2 2 12 237
JXe=1| g | =i J =Jj X2
1 J

= =
et de méme JX3 = jX3.



Solution de I'exercice 2 (Enoncé)

1. ¢ est une forme linéaire ?

On doit montrer que ¢ est linéaire et a valeur dans R. Facile.

Déterminer son image et une base de son noyau. ?
> Im(¢) est une ssev de & = R. Or dim(R) =1

Donc dim (Im(d))) =0oul.
Comme ¢ n'est pas la fonction nulle, donc Im(¢) n’est pas réduit au vecteur nul

Conclusion : dim (Im(d))) =lete(f)=R=o

> Avec le théoréme du rang, on a dim (ker(¢)> =n
De plus la famille ((X —1), (X —1)%,..., (X — 1)”) est une famille libre (les degrés sont 2 3 2 #),
dans ker(phi) et de cardinal n
donc c'est une base de ker(¢)
2. On doit montrer que ¢ est linéaire et a valeur dans Rz [X]. Facile.
3. Soit les polyndmes Py =1, P, = —2X +1, P, =6X> —6X + 1.
(a) famille libre (les degrés sont 2 a 2 #),

dans Rz[X] et de cardinal 3
donc c’est une base de Ro[X].

(b) On a
Porls f(P) = =1=P,
! 11
6 6, 1 1
PZL>f(Po):...:Z)(%I)(Jri:ZP2

4. Soit le polynéme P = a + bX + ¢X? avec (a,b,c) €R.
(a) Ona

ol

P=a+bX+ceX?=5 [6X2 _6X + 1} 4 3o [— 2X + 1] 4ot M

=.85. P+ %(._.?._b) P+ a+%..b.-.'—%cpo

\
olo

(b) A cause Q3b, on a

Gréace a la linéarité de f, on a

P) = (=) £ (P) +a+ 3b+ 3/ (P

1 1 1
—c—b)27P1+<a+§b—|— gC) PO

1
-c

3¢) o(r)

B(P2) + 2(~c = 8) 5-0(P1) + (at Sb+

L(c+) 1, 1
zletb) .1
an on +(‘“LzbJr?,c>

4 (a+1b+fc) —a+1b+lc
2 2 03

et

1 1
/ P(t)dt = / (a+ bt +ct?)dt = [Primitive]
0 0

1

=a B C

0 3

Donc c’est bien égale.



X(X 1) (X —(k—1))
3]

Solution de I'exercice 3 (Enoncé)  Soit k € N, On définit Ngo =1 et Nj =

1. (a) Montrer que (No7 Ny, -+, Nn) est une base de R,, [X].
X(X-1)---(X—(k—1)) kfacteurs 1
k! Tk TR

(Noy -+, Ny) est libre (car les deg sont 2 a 2 #) et dans R,, [X]

D G

Il est clair que Ny =

card (No,+++, No) =n+ 1 = c'est une base de R, [X].

dim (R, [X]) =n+1
(b) Calculer A(No), A(Ny) et A(N3)

On a . A(Ng) = Ng(X + 1) — Ng(X)
X+DX)X-1) XX-1)(X-2)

6 6
On voit une factorisation!!!!
XX -1 X(X -1
:7( )(6 )[(X+1)—(X—2)]:7(2 ):Nz

(c) Montrer que Vk € N*, A(Ny) = Ny—1
OnaA(Nk):Nk(X—i—l)—Nk(X)
XX (XA (k1) XX 1) (X - (B 1))

k! k!

= SX (X =) (X = (k= 2) [(X 4 1) = (X = (k= 1)]
:%X(X—1)-~-(X—(k—2))[k}

1
—= X (XD (X = (- 2) = N

(d) En discutant selon la valeur de 4, Calculer A* (N},) puis [A* (Ny)](0).
On a Nk %A> Nk_1 ii> Nk_z ii) 'i) Nk_i
ainsi A (Ng) = Ni—;.
Mais attention Lorsque ¢ = k, on a Nx_r = No = 1 et lorsque ¢ > k, on Delta’ (Ng) =0.
Conclusion : > Pouri € {0,1,....k —1}, A*(Ng) = Np_;
> Pouri=Fk, A¥(Ny)=No=Xx"=1
> Pouri >k, A'(Ny) =0
On évalue en 0 et on a
‘ =0sit<k carQOestracinede Np_;cark—i>1
A'(Ng)[0] =<9 =1sii=Fk car No=1
=0sii>k car A"(Ny) =0

2. Etude de A
(a) Montrer que A est un endomorphisme de R, [X].

On fait linéaire (facile 3 faire)

’ a valeurs dans R, [X]? ‘

Pour tout P € R, [X], on peut écrire P =a X" +---.
Ainsi on a A(P) =P(X 4+ 1) — P(X)

= [a(X+1)"+~~] — [aXn+~~}

foxr o] = faxme ]

=X"[la—a]+--
Conclusion : A(P) est un polynéme de degré < (n — 1)
Ainsi A est a valeur dans R,,[X] et mé&me plus précisément dans R,,_1[X]

(b) Démontrer (Admettre) que les polynémes 1-périodique sont constants.
En déduire que : ker A = Ry [X].



On a P € ker(A) <= P est un poly de degré < n et A(P)=0
P(X+1)—P(X)=6
P(X +1) = P(X)
P est un polynéme 1-périodique
P est un polynéme constant
P € Ry[X]
Conclusion : ker(A) = Ro [X] et dim (ker(A)) =1

(c) Montrer que : Im(A) C R,—1[X] puis que : ImA =R, [X]

On a déja montré Im(A) C R,—1[X] a la question Q2a.

Avec la formule du rang, on a dim (Im(A)) =n

Conclusion : Im(A) C R,—1[X] et dim (Im(A)) = n = dimR,,—1[X]
Ainsi on a bien Im(A) = R,,—1[X]

rreee

3. Soit P € R, [X] fixé.

(a) Justifier qu'il existe des réels ao, ..., a, tels que P =ag No + -+ + an Ny.
Cette décomposition est-elle unique ?
Comme P € R, [X] et que (No,- -, Nyp) est une base deR,, [X], on sait que P s'écrit de facon unique comme
CL sur les (No, -+, Nn)

i.e. il existe des réels aog, ..., a, uniques tels que
P=aygNo+ -+ an Ny.

(b) Calculer les a; en fonction des [A*(P)](0).

On utilise la linéarité de A et les calculs des premiéres questions

A° (P) = A (ao No + - -+ + an Ny)
= aoAOi (N()) + ...+ an AOi (Nn)
=0+..4+04+a; No+air1 N1+ ...+ an Nn—;
———
Ici i>k
On évalue en 0 et on a A°* (P)[0] = a;.
(c) On considére la fonction T' définie par V P € R, [X], T(P) = P(X +1).

> Relier A et T.
OnaA=T-1Id

> En déduire que : A'(P) = (=1)' Z (;) (—1)* P(X +a)

Comme T et id commutent, on a avec la formule du bindme

AT = (T —id) = Z (;) T°F o (—id)°0 ™ = (—1)’ Z (;) (- T
k=0 k=0
lci T: R[X] = R[X]
P— P(X+1)

On a facilement 7°% (P) = .... = P (X + k) Ainsi
; 1

. P
A% (P) = (-1 (k) (~1)F 7 (P) = (-1 @ (~1)" P(X +)

k=0



Solution de I'exercice 4 (Enoncé)
On suppose que : ZAk P(X+k)=0
k=0
> Comme deg(P) = n, on a deg(P') =n — 1, deg(P") = n —2,..., deg(P™) =0

la famille (P, P, P", ...,p(n)) a des degré 2 a 2 différents donc elle est libre et dans R,,[X]
De plus elle est de cardinal (n + 1) et dim (R,[X]) =n+1

Conclusion : C'est (P, P', P", ...,p(n)) une base de R, [X]
> Pour tout A(X) € R,[X]

n

Comme (P, P',P",....p'™) une base de R,,[X], il existe de scalaire tel que A(X) = Zai PY(X)

=0
On a donc
A(X) = Z ai PY(X)
=0
AX +1) =) a PY(X +1)
=0
AX +n) =Y a; PY(X +n)
=0
Ainsi en sommant, ona » M A(X +k) = Y _a; (Z A PO(X + k))
k=0 1=0 k=0

Or on sait que : ZAk P(X + k) =0 ainsi Vi € N, Z)\k POX +k) =0
k=0 k=0

Conclusion : Pour tout A(X) € R,[X], on a ZAk AX + k)= ZaiO =0
k=0 i=0

> Final : On applique cette derniére égalité avec A égale les polyndémes interpolateurs de Lagrange et X =0
Donc Vk € {0,1,,...,n}, Ax = 0 Fini.



Solution de I'exercice 5 (Enoncé)
1. Facile O et CL.

2. (a) Montrer que w est solution d'une EDL1. En déduire une expression de w(z) pour z € R.

On a w (z) = det {W (m)} — (@) ¢ (@) — f'(x) g(x), ainsi

Vo €R, w'(z) = f'(z) g () + f(2) g" () — [ (2) g(2) — () ¢ ()
= f(@)g"(z) = f"(2) g(=)
Or on sait que f, g sont solution de y" + a(x)y’ + b(z)y =0
= f(@) [~a(@)g’ = b(2)g] = [~a(2)[" = b(z) ] g(x)
= —a(@) [f(z) ' (z) — f'(z) g(x)]
= —a(z)w(z)
Donc w est solution de 'EDL1 y' + a(z) y = 0 et on sait d’aprés la théorie des EDL1

que Vz € R, w(z) = K exp(—A(zx)) avec A(x) une primitive de a(z)
Enfin pour w(0) =7’ —r, donc K = (r' — r) exp(A(0)) # 0

(b) Justifier que : Vx, la famille (( }f,((z)) ) , ( 5,((?) >> est une base de R”.
Pour tout : Yz, det (W(:z)) =w(z) = K exp(—A(z)) #0,

donc la matrice W (x) est inversible ou bien la famille f/(m) , gl(m) est libre.
[(@) g'(x)

3. Etude des coordonnées

(a) Montrer que : V z, il existe \; et p, tel que ...

La famille f/(a:) , gl(x) est libre dans R? et cardinal=2 et dim R? = 2. Donc c'est une base.
f(@) g ()

De plus Pour tout z € R, on a yl(:c) e R?,
y'(z)

donc il existe \; et u, tel que < 5,((2)) ) =Xz < JJ:/((QZ)) ) + Ha < 5’((9;;)) >
A

(b) Justifier que les fonction A : z — A (x) =

On va expliciter A\, ey pz. On a

)
y(@) \ _ [ flx) g(@) Az
¢*(wm)‘(fm ﬂ@)(w)
=W (x)
Comme det (W (x)) = w(x) # 0, la matrice W (x) est inversible et W (z)™" = w(lx) ( f}(,“;) _fig) )

Conclusion : ( i‘:p ) = W(z)™! ( ;J/((U;)) )

CaD Mg, i s'exprime 2 I'aide de fonction 4 donc A, j1. sont €°°



~
8

<
I
o

(c) Montrer que V x, X' (z) =0et p

On dérive I'égalité ( 3,((9;)) ) - Ax< ;‘/((f;)) ) + e ( ggl((:;)) )

o V@) f) f'(x) o[ 9(@)
Ainsi on a : ( y//(x) ) = z( f’(x) )‘f')\x( f”(l‘) ) +Hz( g'(m) ) +H:c(

> On utilise "' = —ay’ — by et f' = —af’ —bf et ¢" = —ag’ — bg, ainsi

Y v f f g g
)i ) )os () o

> Oron sait que : y = Ao f + pteg et y' = Ao f’ + pzg’, donc il reste

(8)-5(4)»(5) (1) (1)

> Or on sait que : ' = Ao f' + pzg’, donc il reste

O RV f O / g O
(8)- () w(§)(2)m(8)
Conclusion:)\;( J]:' )Jru;( gg, >:(8>et la famille (< }]:, >,< gg, >) est libre

Ainsi A, = up, =0
4. Conclusion
(a) Déduire des calculs précédent que y = CL(f,g) .
Comme Vz € R, X' (z) =0 on a que : \ est une constante, CaD X, = \.
De méme p est une constante, CaD u, = p.
Conclusion : Vx € R, y(z) = A\f(x) + pg(z), CAD y = Af + ug=CL(f,9).
(b) Montrer que (f,g) est une base de S et ainsi dimS =cardinal ( base ) = 2

Conclusion : la famille (f, g) libre (car # 0 et non //) dans S et génératrice
Donc c'est une base de S et ainsi dimS =cardinal ( base ) = 2



