	The Irish Times(editorial)
International conference to discuss the risk of AI, it took place where they created the Enigma code breaker. 
The main concerns were the loss of people’s jobs and the manipulation during the elections.
The conference dealt with the assets and drawbacks of AI, it’s advancing very quickly but it can improve science or medicine
Concluded: must take safety measures before going further on the development of AI : an international network has been created to control the AI development/share information
The paper warns us about what the billionaires said ( it can lead towards a world where people don’t have to work) : the past shows us we should not trust them
Google and Microsoft calling on the government for more restrictions, maybe in order to
stop smaller developers from getting ahead of them
In the US, companies who are a risk for the safety of the country, have to share the results with the US government
	The Guardian
Generative ai are not omniscient nor perfect they are heavily shaped by their creators and data that they are trained on
Therefore we must be aware of the quality of our data
Some algorithms are biased like Google’s image search engine which implicitly reflects racist stereotypes 
They should be regulated and their process should be transparent and inclusive
Tech developers’ role is to create ai transparent towards cultural topics.
Ai devs aren’t the only ones who have power, the investors and policy makers can help decide whether or how we should use it, everyone has a role to play





	The New York Times
Lots of anxiety about IA: scientists warning qbout the risks
Threat seems to be AGI (that, if not well designed, it could develop a mind of its own, not being aware of the constraints that we want to give it)
The real problem is more to do with companies 
Neo-liberalism is a destructive force
AGI, controlled by private corporations, will accentuate this
The example of Uber underlines this : 
Society be encouraged to buy private AI and so when society depends on them they put up the prices : society is ‘hooked’ become 


	Cartoon
Experts believe AI is dangerous but they still create it
Even though people are conscious of the danger, they think it is in the future but it exists already
Alexa has invaded the home space to record everything
The man is worried about AI but he uses it anyway/doesn’t realize it’s a problem.
Alexa is compiling a list of troublemakers who might try to stop the progress of AI (preparing a
future dictatorship)
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