PROBABILITES
TD
2025-2026
Chapitre 1

941

1 Modele de Kolmogorov
Exercice 1 (Mines 2021)

Soit (€2,.4, P) un espace probabilisé.
Soit Aq,..., A, des événements.

Soit Iy, = {A1, A1} x -+ x {4, A, }.
Calculer > P(Bin---NBy).

Correction

Explicitons I’énoncé.

'), est 'ensemble des n-uplets (By,. .., By,) ou B; est ’événement A; ou son événement contraire.

On cherche la somme des probabilités des intersections BiN- - -NB,, lorsque le n-uplet (B, ..., By)

décrit T'y,.

Soit w € Q.

Pour tout i € [1;n], w appartient & A; ou A;. Notons B; ’événement auquel appartient w.

Ona (By,...,By) el etwe BiN---NB,y,.

On a donc : Q) = U (BinN---NBy,) (Uinclusion de droite a gauche est triviale)
(B1,...,Bn )€l

Mais ces intersections sont deux a deux disjointes :

Soit (Bi,...,By) et (Cq,...,C,) deux éléments distincts de T, .
Il existe i € [1;n] tel que B; # C;.

Mais alors B; et C; sont complémentaires et B; N C; = ().

On en déduit que (B1N---NB,)N(C1N---NCy) = 0.
Finalement, la somme cherchée est P(Q2) = 1.

Exercice 2 (Mines 2024)

Soit (2,.4, P) un espace probabilisé.
Soit Aq,..., A, des événements.

Soit Iy, = {A1, A1} x -+ x {A,, Ay}
Calculer Z P(B1U---UB,).

(Blw-an)an
Correction
La premiere difficulté de ’exercice consiste & comprendre I’énoncé ie la notation Z P(ByU---

(Blaman)an

U B,).
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Dans le cas n =1, I'y = {Ay; A1} et la somme cherchée est P(A;) + P(A;) =
Dans le cas n =2 :
Ty = {Ai; A} x {Ag; Ay} = {(Ar, A2), (A1, A3), (A1, Ay), (A1, 45) }.
La somme cherchée est P(A; U As) + P(A1 U Ay) + P(A1 U Ay) + P(A] U Ay)
P(AUB)+P(AUB) = P((AUB)U(AUB))+P((AUB)N(AUB))
= P(AUBUB)+P((An(AUB))U (BN (AUB)))
= P()+P(Au((BnA)U(BNB)))
= 1+ P(AU((BNA)UD)=1+P(AU(BNA))
= 1+ P(4)

Donc pour n = 2, la somme cherchée est :
1+ P(A) +1+4+P(A) =3
Dans le cas général :

> P(BiU---UBy)

(Bi,..,Bn)€ly

= 3 (P(BiU---UB, 1UA,)+ P (BiU---UB, 1 U4,))
(B1yeeryBn—1)€ln_1

= Z (1+P(Blu-"UBn,1))
(BiyeeryBn—1)€l'n_1

= oy > P(BiU---UBy,_ 1)

(Bl,...,Bn—l)GFn—l

On doit donc déterminer u,, avec u; = 1 et :
Vn > 2 u, = Up_1 + 201

Une récurrence triviale donne :

Vne Ny, =2"-1

Remarque

> P(BiU---UBy,)+ > P(BiN---NBy)

(Bl,..‘,Bn)EFn (Bl,.‘.,Bn)EFn

- >  PBU-UB)+ > P(Cin-nGy)
(Bl,...,Bn)GFn (Cl,...,Cn)an

= > (P(BiU---UB)+P(Bin---NB,))
(B1,....Bn)eln

- 3 (P(BlumuBn)JrP(BlU---UBn))
(B1,...,Bn)€l'y

= > 1=2"
(B1,...,Bn)€l'n

Exercice 3

Soit (2,.4, P) un espace probabilisé.
Démontrer 'inégalité de Bonferroni :

V(Al,...,An)eA"P<

ﬁ
s

Ar> S PA) - Y P(AN A
r=1

1<r<k<n
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Correction
On raisonne par récurrence sur n.
e n=1:4a gauche, on a P(A;) et a droite P(A;) — 0 donc la propriété est vraie au rang 1.
e n=2:P(AUAy) = P(A1)+ P(Az) — P(A1 N Ay) : la prorpiété est vraie au rang 2 et
il y a méme égalité.
e On suppose la propriété vraie au rang n.

P (nol Ar> - p (CJ AT> 4 P(Apyy) — P (Anﬂ N (CJ AT>>

> Y PUA) - Y PANAY + P(Ar) (L"J
r=1

1<r<k<n r=1

n—i—lmA )

Or, par la sous-additivité :
n

P (U (An+1 N AT)> < zn: P(An+1 N AT)
r=1

n+1 n+1r_1
Donc P (U AT) >> P(A)— Y. P(ANA)
r=1 r=1 1<r<k<n+1
Remarque

L’exercice peut également se traiter avec la linéarité et la croissance de I’espérance.
Soit (Ag,...,A,) € A™

P ' A | =F |1

(rL:Jl > TL:JlA’“

S PUA) - Y PANA) =3 E(L) - Y E(lan)
r=1

1<r<k<n r=1 1<r<k<n
n
Il suffit donc de montrer : 1 » > Z 1a, — Z 1a,nA,-
U A 1<r<k<n

r=1
Si aucun des événements A; n’est réalisé I'inégalité est vraie : 0 > 0.
Sip > 1 évenements A; sont réalisés :

177. :1
U Ar
=1
n+1 -
PR VEEES 1AmA,€—p—<§>—p(32p)
r=1 1<r<k<n+1
3— 2-3 2 2-p)(3-
Deplusl_p(Qp): gﬂ?:( p)2( P) 5.

Exercice 4 (Lemmes de Borel-Cantelli)

Soit (2,.4, P) un espace probabilisé.
Soit (A, )nen une suite d’événements.
On note B = {w € Q tq w € A,, pour une infinité de n}.

+oo /+oo
1. Montrer : B = ﬂ (U Ak>
2. Premier lemme de Borel-Cantelli

On suppose que la série de terme général P(A,,) converge.
Montrer que P(B) = 0.
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3. Second lemme de Borel-Cantelli
On suppose que les A,, sont mutuellement indépendants et que la série de terme général
P(A,) diverge.
Montrer que P(B) = 1.
Indication :
On pourra utiliser, apres 'avoir démontrée, 'inégalité :
VieR1l—ax< e @
Correction
+0o0
1. we UAk<:>EIk2ntqw€Ak
k=n

+oo /+oo
we ) (U Ak> = VneNIIk>ntquwe A4
n=1 \k=n
< {keNtquw € Ax} n’est pas majoré
< {keNtqw e Ax} est infini
~— weEBRB
+00
2. On note C), = U Ag.
k=n
YneNC1 CCp:Cp=Chi1 UA,
Par continuité décroissante :
+o0
P(B)=P ﬂl Cn> = lim P(C,)
n=
Par sous-additivité :
+oo
0<P(Cp) < Z P(A;) ——— 0 : reste d’une série convergente
—n n—-+00

Donc P(Cp,) —— 0
n—-+00
Donc P(B) = 0.

3. B= (ﬂ Ak>
n=1 \k=n
Par sous-additivité :
P(B) < ZP<ﬂ Ak>
n=1 k=n
Il suffit donc de prouver :

“+o0o
VnéN*P(ﬂAk>:O
k=n

Fixons donc n € N*.
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400 N
P (kﬂn Ak) = Nl—lgloop (kﬂn Ak> (justifié en cours).

N N
P < ﬂ Ak> = H P(A},) par indépendance
k=n k=n
N
= JJ (1-P(Ay)
k=n
N
< H e PR tout est positif
k=n
N
— > P(Ag)
< e k=n —0
N—+o0

D’ou le résultat.

Exercice 5 (X 2017)

On range n boules distinctes dans n boites.
Probabilité qu’une seule boite soit vide et équivalent quand n — oo ?

Correction
Il y a une seule boite vide si, et seulement si, il y a une boite vide, une boite qui contient deux
boules et n — 2 boites qui contiennent une boule.
L’univers € est ici [1;n]™ de cardinal n™ et il y a équiprobabilité.
Pour construire un cas favorable, on :
e choisit la case vide : n choix
e choisit la case qui contient deux boules : n — 1 choix

n
e choisit les deux boules en question 9 choix

e répartit les n — 2 boules restantes dans n — 2 boules
On en déduit :

n(n —1) (Z) (n—2)!

Pn = nn
~ n(n—-1) n!
T2 o
Lo VIt VIR s
2 nn 2

Exercice 6 (Mines-Telecom 2023)

On dispose de deux urnes : 'urne numéro 1 qui contient 3 boules blanches et 5 boules noires et
I’urne numéro 2 qui contient 2 boules blanches et 3 boules noires.
On tire la premiere boule dans une des urnes, tirées au sort avec équiprobabilité des deux urnes.
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On note la couleur de la boule et on la remet dans I'urne dont elle provient.

Si la boule est blanche, le prochain tirage se fera dans 'urne numéro 1. Si elle est noire, dans
I'urne 2.

On note p, la probabilité de tirer une boule blanche au n-ieme tirage.

1. Exprimer p,41 en fonction de p,.
2. Déterminer p,.
Correction

1. Pour tout n € N*, on note A, ’événement : la n-iéme boule tirée est blanche.
On note A ’éveénement : le premier tirage se fait dans 'urne 1.
Par la formule des probabilités totales :

p1 = P(A1) = P(A; | Ag)P(Ag) + P(A; | Ag)P(Ao)

B 3X1+2X1
872 572

w+16_m
80 80 80

Ensuite, toujours avec la formule des probabilités totales :

Vne N py1 = P(Ani1) = P(Ang | An)P(An) + P(Ansa | TH)P(Tn)

3 2
= 3SPn *1_71
8p+5( Pn)
_ 12
BT GO

Cette formule est valable pour n = 0 en prenant pg = 3

_ 2 16
2. L’équation = = 4(:); + 5 p2osséde une et une seule solution : [ = a
Vn e N =—— —
n Pn+1 40pn + 5

2
etl——El—i—gdonc.

1
Vne€Nppp —1= _Zo(p” —1)
Donc :

—1\" 16 —1\™ 9

=] — —)=— — ] —

vn € Npn +<m)(m ) m+(m>82
Exercice 7

On jette de maniere répétée une piece de monnaie.
A chaque fois la probabilité d’obtenir face est p €]0;1].
Déterminer p,,, la probabilité d’obtenir face un nombre pair de fois au cours de n lancers.

Correction
e Premiere méthode
On note FEsyj, I’événement : “on obtient 2k fois face”.
P(Es) se calcule avec la loi binomiale. Donc :

n _
pn= D |y P A"
0<2k<n
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Pour calculer p,,, on introduit ¢, = Z ( " )kaH(l — p)"*zk*1

0<2k+1<n 2k +1

Potdn= ) (7)29[(1 )" = rl-p) =1

0<i<n

Prn—tn= Y. (-1) (?)pl(l —p)" = (—p+1—p)"=(1-2p)"

0<i<n

11
— -4+ (1—2p)"
Pn 2+2( D)

1 1
En particulier, si p = 3 alors p, = 3

1
Dans tous les cas, p, —— - (-1 <1-2p< 1)
n—+oo 2

e Deuxiéme méthode
On considere une série de n lancers et on note F,, I’événement :”on obtient face un nombre
pair de fois” .
On note A I’événement : ”le premier lancer donne face”.

pn = P(EalA) P(A) + P(E,[A) P(A)

pP(Epn—1)+ (1 —p)P(Epn_1) =p(1 —pp-1) + (1 — p)pn—1
= p+(1—-2p)pn—1

l=p+(1—-2p) <= 2pl=0p

— = L

2
En faisant la différence membre & membre, on a :
1 1

VHZ 2pn_§ = (1—2]7) (pn—l - 2>
On en déduitl: )
Vp>1p, = §+(1—2p)”‘1 (pl—)

2
p1 =1 —pcar 0 est pair et 1 impair.
1 1
Finalement : p, = 3 + 5(1 — 2p)"

Remarque :

Comment justifier rigoureusement la formule : p, = p P(E,_1) + (1 — p)P(E,_1)?

Le recours aux variables aléatoires simplifie la rédaction, qui reste fastidieuse.

On note X}, la variable aléatoire qui vaut 1 si on obtient face au k-ieme lancer, 0 sinon.
Les X} sont mutuellement indépendantes et suivent toutes la loi de Bernoulli de parametre
P.

n
Evidemment le nombre de faces obtenus au cours des n premiers lancers est E X et

k=1
suit la loi binomiale de parametres n et p ce qui nous ramene a la premiere méthode mais

ce n’est pas le point de vue adopté pour cette seconde méthode.

On note &, = {(z1,...,zpn) € [0;1]" tq Card({i € [1;n] tq x; = 1}) est pair}.
P(En) = P((XL cee 7Xn) € gn)

&, est la réunion de :

{(x1,...,25) € [0;1]™ tq Card({i € [1;n] tq z; = 1}) est pair et x; = 0}

et de :
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{(x1,...,25) € [0;1]™ tq Card({i € [1;n] tq z; = 1}) est pair et x; = 1}
Donc &, est la réunion de :

{(x1,...,25) €[0;1]" tq x1 = 0 et (x2,...,2,) € En—1}
et de :

{(z1,...,xn) € [0;1]" tq x1 = 1 et (za,...,zp) € [L;n — 1]\ En—1}
On en déduit :

P(E,) = P((Xy,...,Xn)€&)
= P((X1,....Xn) €{(z1,...,2,) €[0;1]" tq 1 =0 et (z2,...,2y) € En_1})
FP (X1, Xn) € {(@1. s ma) € [0:1]" tq 21 = 1 et (22, 0) € [Lin — 1] \ Enr )
par incompatibilité
= > P((X1,...,Xn) = (0,22,...,2,))
(x25e0sn)EER1
+ > P((X1,....,X,) = (1,29,...,2,))
(z2,zn)E[Ln—1]\En—1
= > P(X; =0)P(Xy =x3)... P(X,, = x,)
(2240w s@n)EER—1
+ Z P(X, =1)P(Xy =z2)... P(X, = x,) par indépendance
(z2,...,zn)E[Ln—1]\En—1
= (1-p) > P(Xi=m3)...P(X,_1 = z,)
(x27---7xn)65n—1
+p > P(X1=x2)... P(X,_1 =)
(22,0 yzn)E[Lm—1]\En—1
car les variables aléatoires ont toutes la méme loi

= (1-p) Z P((Xy,...,Xn-1) = (22,...,20))

(x27-~~7xn)€gn—1

+p Z P((X1,...,Xn-1) = (z2,...,2,)) par indépendance
(z2,....xn)E[Lin—1]\En—1
= 1-p)P((X1,...,.Xn-1) €En—1) +pP ((X1,..., Xpn—1) € [Lin— 1]\ En-1)

= ( ) (Enfl) +pP(En71)
Exercice 8 (Mines 2018)

On considere un panier de r pommes rouges et v pommes vertes. On pioche et on mange une a
une les pommes au hasard. On s’arréte quand il n’y a plus que des rouges. Quelle est la proba-
bilité que l'on ait mangé toutes les pommes ?

Remarque

L’énoncé est ambigii :

S’il ne reste que des pommes rouges, c’est qu’il en reste et on ne peut donc pas les avoir toutes
mangeées.

Je pense donc qu’il s’agit de calculer la probabilité de manger toutes les pommes rouges avant
d’avoir fini les vertes.

Par exemple on ne peut pas terminer avec une seule pomme rouge : apres avoir mangé r +v — 1
pommes, on constate qu’il ne reste qu'une rouge et on s’arréte avant d’avoir mangé toutes les
pomimes.
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Correction
Plusieurs méthodes sont possibles.
e Premiére méthode
On explicite €.
11 est assez naturel de prendre pour {2 I'ensemble des mots de v + k lettres sur I'alphabet
{V, R} avec v fois la lettre V et k fois la lettre R avec 0 < k < r, la derniere lettre étant
un V.
Y a-t-il équiprobabilité ? Répondre a cette question me parait difficile a priori.
On calcule la probabilité de chaque mot avec la formule des probabilités composées.
La probabilité d’'un mot sera un produit de v + k quotients. Au dénominateur on a

+)!
(r—i—v)(r—l—v—l)...(r—l—v—(v—i—k—l):(r—i—v)...(r—k—i—l):E:_Z;‘.
|
Au numérateur, on a dans un ordre variable v(v—1)...let r(r—1)... (r—k+1) = ﬁ
1 1 '

Il y a donc équiprobabilité, la probabilité de chaque mot étant =
r+uv r+ov
La probabilité cherchée est celle de I’ensemble des mots pour lesquels kK = 7, il y en a
v+r—1

r
La probabilité cherchée est donc :

v+r—1
r (v4+r—=1! rhl v

<r—|—v> Corllo =D (r+v)! r4w

ie le nombre de facons de placer les lettres R.

v
Remarque
En écrivant que P(2) =1, on a :

ZT: <v+k—1) _ (r—i—v)
P k v

e Deuxieme méthode
Les pommes rouges sont notées R1,..., R,, les vertes V1,...,V,.
On prend Q lensemble des permutation de {Ri,...,R,,Vi,...,V,} ie on poursuit le
processus fictivement méme si il ne reste que des boules rouges. Le cardinal de €2 est
(r+v)! et il y a équiprobabilité.
Le nombre de cas favorables est le nombre de w € Q tel que w4, € {V4,...,V,} soit :
(v choix de la derniere pomme verte) ((r 4+ v — 1)! positionnement des autres boules)

On en déduit facilement la probabilité cherchée : o
r4+ov

e Troisieme méthode
On note p,, la probabilité cherchée.
pro =0 (pour r > 0) et pp, =1
En condiﬁionnan‘c par l% couleur de la premiére boule tirée :

Prov = mprfl,v + mpr,vfl

v
On calcule p,.,, pour les petites valeurs de r et de v, on intuite p;., = n et on conclut
r

v
par une récurrence sur r + v.

Exercice 9
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Loic joue une suite de parties de poker avec deux autres joueurs de cartes.
A chaque partie, il gagne avec la probabilité 1/3. Les parties sont supposées indépendantes les
unes des autres.

Soit k£ un entier strictement positif fixé. Loic décide d’arréter de jouer dés qu’il gagne k parties
de suite. Pour n € N*| on note p, la probabilité pour que Loic joue exactement n parties.

1. Calculer py.

2. Montrer, en considérant le rang de la premiere partie perdue par Loic, que :

251 /1
Vn>kpni =75 () Pn—i
33—~ \3
1=0
3. Pour k = 2, calculer p,, (n € N*).
Correction
1 k
1. pi est la probabilité que Loic gagne les k premieres parties donc pg = (3) .
2. On note A I’événement : "Loic gagne les k premieres parties”.
Pour tout 7 € [1;k], on note R; I’événement : ”Loic gagne les i — 1 premiéres parties et
perd la iéme”.
(A, Ry, ..., Ry) est un systéeme complet d’événements.
Pour tout n € N, GG, est ’événement : ”Loic joue exactement n parties”.

Vn>kpnpi = P(Gnya)
k

= P(Gn1|A) P(A)+ > P(Gpy1|Ri) P(Ry)

i=1
P(Gpy1|A) =0carn+1>k

k
Vn2>kppr = Z Gnt1|R;) P(R;)

: 1 i—1
= an+1 iS <>
2 ()
= 3 Pn—j | 5
3;) 7\ 3

On peut également rédiger ainsi :

k
Gpy1 C U R; : si Loic joue n + 1 > k parties il a forcément perdu une des k premieres
i=1
parties.
k k
Donc : Gpy1 = Gpia ﬂ (U Ri> U n+1 N R;) et on retrouve la formule : p,11 =
= =1

k
Z P(Gny1|R;) P(R;)

Remarque
Justification de la formule P(G,41|R;) = Pnti1-i?

2 /1 1—1
On va plutét justifier : P(Gp41 N R;) = 3 <3) DPrtl1—i

10
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On note E; I’événement :”Loic joue et gagne la i-iéme partie” et F; 1’événement :”Loic
joue et perd la i-éme partie”.

{0;1} — {Ei, Fi}
On note ¢; { 0 — F;
On note Exy = {(z1,...,2n) € {0;1}N tqVi € [N — k] (i, Tiv1,. s Tizp_1) #
(,...,1) et (xN—gt1s---xn) = (1,...,1)}.
Gny1 = U (P1(z1) N+ N g (Tns1))

(T1,,Tn41)€EE+1

Ri=¢1(1)N---Ngi—1(1) N g;(0)

Ent1N{(z1,...;2nt1) tqay1 =+ =21 =1l et &; =0} est égal & :
{(z1,...,xpy1) tqer = =zim1=1let x; =0 et (Tit1,...,Tn+1) € Ent1—i} NOLE Frpq
{0;1} - R
En notant ¢ { 0 — 3 et en utilisant la formule des probabilités composées :
1 =
3

P(GpriNRy) = P ( U (f1(z1)N---N ¢n+1(xn+1)))
(

T,y Tr41) EFnt1

= > P (¢1(z1) N+ N 1 (Tns1))

(1, yng1)EFn+1

= > (;)i_l §¢(xi+1) o P(Tng1)

(Tig1ye@nt1)EERF1I—4

1\t 2
— () z > V(@iv1) - Y(Tnt1)
3 3
(Tig1yeesTnt1)EER+1—i
1\"t2
= (= - Z P (¢1(ziv1) V- N dpy1-i(Tnt1))
3 3
(Zig1yees®Tnt1)EER+1—i
1\ 12
= — -P U (1(zit1) N N Ppy1-i(Tnt1))
3 3
(Tig1seeesTrt1)EERF1—i
1\t 2
= — 7P Gn —1
(3> 3 (Gny1-i)
_ (1>H 2
= 3 3pn+172
3. k=2 donc:
2 1
Vn > 2 ppe1 = g <pn + 3pn1>
La résolution suit la méthode habitue%le :
Equation caractéristique : r? = gr + 9
) 1+3
Racines : r = 3
n—1 n—1
1 1-
EI(A,B)G]R2thn€N*pn:A< +3\/§> —i—B( 3\/§>

11
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1
On utilise p1 =0 et po = g

vn21pn:\1/8§ <1+3\/§> - _(1_3\/§> -

On trouve :

Exercice 10

Trois joueurs A, B et C jouent de la facon suivante :

A et B jouent la premiere partie. Le perdant est remplacé par C' pour la deuxiéme partie. Le
perdant de cette deuxieme partie est remplacé par le perdant de la premiere partie. Le jeu se
poursuit ainsi jusqu’a ce qu'un joueur gagne deux fois de suite ; ce joueur est déclaré vainqueur.
On suppose qu’a chaque partie, la probabilité de gain de chacun des joueurs est 1/2.

1. Soit n € N. Quelle est la probabilité que A soit déclaré vainqueur :
(a) a l'issue de la (3n)*™ partie ?
(b) & lissue de la (3n + 1) partie ?
(c) & lissue de la (3n + 2)™ partie ?
2. Quelle est la probabilité que A soit déclaré vainqueur ?
3. Quelle est la probabilité que C soit déclaré vainqueur ?
Correction
1. Si A gagne la premiere partie, s’enclenche le processus suivant :
e A gagne la premiére partie contre B.
e A perd la seconde partie contre C.
e ( perd la troisieme partie contre B.
e B perd la quatriéme partie contre A.
La liste des gagnants est ACBACBA....
A ne peut alors gagner qu’a la 3n + 2iéme partie ou n € N.
Dans la cas ou A perd la premiere partie, la liste des gagnants est BCABCA. ...
A ne peut alors gagner qu’a la 3n + liéme partie ou n € N*.
Si on note AV, I’événement : ”A est déclaré vainqueur a l'issue de la n
e VneNag, =0

1eMe partie” on a :

1

® VnEN* G3n+1:@ (01:0)
[ ] VnENagn_i_Q:W

Attention a ce calcul

Il faut étre attentif a I'indépendance.

On note A; 'événement : ”A gagne la i-iéme partie”.

On note B; I’événement : ”B gagne la i-iéme partie”.

On note C; I'évenement : "C' gagne la i-iéme partie”.

A1 N By = () alors que P(A1) > 0 et P(Bs) > 0 (cf la situation ou B gagne les deux
premiéres parties)

La calcul doit étre mené ainsi :

P(AVgn+2) = P(A1 NCyNBsg---N A3n+1 N A3n+2)
= P(Al) X P(CQ|A1) X P(Bg|A1 N 02) ce

12
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2.

3.

R . | 5
P(Agagne)zzw—i—zwzﬁ.
n=1 n=0
Par symétrie, P(B gagne) = 1—54
Les déroulementsg;li Iierme;tent a C de gagner sont ACBACB ... ACCet BCABCA...BCC.

P(C gagne) =2 Z 280 = 7
n=1

P(A gagne) + P(B gagne) + P(C gagne) = 1 : le jeu se termine ps.

Exercice 11 (Mines 2023)

Soient n € N* et a un diviseur de n.
On note D(a) = {k € [1;n] tq alk}.
On se place dans I’espace probabilisé ([1;n], P([1;n]), P) ou P est la probabilité uniforme.

1. Calculer P(D(a)).
2. Soient py, ..., p; les diviseurs premiers de n.
Montrer que les D(p;) sont mutuellement indépendants.
3. Soit B = {k € [1;n] tq k et n sont premiers entre eux}.
Calculer P(B).
Correction
1. a est un diviseur de n donc il existe b € N* tel que n = ab.
D(a) = {a; Qba; . .1; ba} est de cardinal b.
P(D(a)) = n_a
2. 1l s’agit en fait de montrer que si qi, ..., qr sont des nombres premiers 2 a 2 distincts et

divisant n alors :

k k
P (ﬂ D(Qz’)) =[] P(D(@))
=1 =1

k
Or () D(¢:) = D(a1 - - - )
i=1
L’examinateur a demandé de le justifier.
On procede par double inclusion.

Siun nombre est divisible par ¢; . .. g alors il est divisible par chaque ¢; donc : D(q; ... qx) C

k
ﬂ D(g:).
i=1

Réciproquement, soit b un nombre divisible par chaque g;.

b est divisible par ¢; donc b = ¢1b avec by entier.

g2 est un nombre premier qui divise ¢1b1 donc g9 apparait dans la décomposition en fac-
teurs premiers de g1b1. Comme ¢; est un nombre premier différent de g9, il faut que ¢o
apparaisse dans la décomposition en facteurs premiers de b;.

Donc b1 = goby avec by premier et b = g1g2b2 et on itere le procédé.

En tous cas :

k
P (ﬂ D(Qi)> = PD(q1---q)) =
=1

13
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3. B= UDpZ ) donc B = ﬂDpZ
=1
Les D(pz) étant mutuellement indépendants, il en est de méme de leurs complémentaires

et :
l

PB) =[] P (D)) = ﬁ<1_> pi —

i=1 i=1 Pi
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