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1 Loi d’une variable aléatoire
Exercice 1

X est une variable aléatoire sur un univers {2 vérifiant X (Q2) = N* et :
Jk €]0;1[ tq Vn € N* P(X =n) = kP(X >n)
Déterminer la loi de X.

Correction

VneN*"P(X=n+1)—P(X=n)=k(P(X>n+1)—P(X >n))=—kP(X =n)
Donc :

VneN*P(X=n+1)=(1—-k)P(X =n)

Donc :

VneN*P(X =n)=(1-k)"1P(X =1).

Comme la somme doit faire 1 :

1

> (L—k)
=0
On peut aussi utiliser : P(X =1) =kP(X > 1) =k.

Finalement X suit la loi géométrique de parametre k.
Exercice 2 (Mines 2022)

Une machine produit deux types de pieces : les pieces de type A avec la probabilité a €]0; 1] et
les pieces de type b avec la probabilité b = 1 — a.

Chaque piece a une probabilité p d’étre défectueuse.

Les événements ”la piece est de type A” et "la piece est défectueuse” sont indépendants.

Un ouvrier lance la machine et I'arréte des la production de la premiére piece de type A.
Quelle est la probabilité que la machine ait produit n pieces défectueuses pendant cet intervalle
de temps ?

Correction
Attention dans cet exercice aux indices de sommation
Soit T' le rang d’apparition de la premiere piece A. T suit la loi géométrique de parametre a.
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Soit X le nombre de pieces défectueuses produites. On cherche en fait la loi de X.
On commence par appliquer la formule des probabilités totales avec le systéme complet d’éve-
nements : (T = k)ren-.

YneNP(X =n) = +fp(xzn|T:k)P(T:1<;)
k=1

+0o0o
VneN*P(X =n) = Z (i)p”qk_"bk_la

k=n
= ap” 4iok(k—1)...(l€—n+1)(bq)k
nlbgn =
apn n = k—n
= n'bq”(bq) Zk:(k:— 1)...(k—n+1)(bg)
: k=n
= T
bn! dzm = b
ap™b” n!

bn! (1 — bg)nt+!

S i bq) (1 ﬁbbq>n

400
P(X=0) = qubk_la
k=1

aq
1—bq

Exercice 3 (CCP 2018)

Que vaut 1+ j% + j2k?

Soit X une variable aléatoire qui suit la loi de Poisson de parametre 1.
X =3Z +Y : division euclidienne

Que vaut P(Y =0)?

+oo 1
Calculer —_—

nz::O (3n)!
Correction

Si k est un multiple de 3, 1 + j* + % + 141 =3.

Si k est de la forme 3l + 1 alors 1+ j*F +j2* =14 j+42=0
Si k est de la forme 31+ 2 alors 1 + j* +j2* =14+ 424+5=0
On peut aussi dire que :
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1
2 s ok

3sijf=1
+o0
P(Y =0) = P(3divise X)=P (U (X = 3n)>
n=0

+oo
= Z P(X = 3n) par incompatibilité
n=0

e_ —_—
= (3n)!

+001
e = Y -
k:Ok!
+oo k
o — J
k:Ok!
2 +00j2k
= LT
k=0 "
On somme :
) ) 3 3
e+eJ+eJ2 = e+ e /2| cos é + ¢sin @ + e 2 cos £ — isin £
2 2 2 2
= e+ 2e 1/2COS<\/§>
2
+o0 k| 2k +o0
1 1
= > +]kl+] _32(3 )!
k=0 n=o 0T
Donc : .
X1 1 V3
_ = 2 -1/2 vy
7;)(370‘ 3 <e+ e cos( 5 ))
et

Exercice 4 (X 2019)

Soit X une variable aléatoire réelle discrete.

1
1. Existe-t-il toujours « € R tq P(X < a)=P(X > «a) = 5 ?

2. Si « existe, est-il forcément unique ?
3. Est-il possible que « soit unique ?

Correction
La fagon naturelle de démarrer ’exercice est de tester des exemples.
Néanmoins on peut prendre du recul et essayer d’énoncer des résultats généraux.
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1. Supposons que « existe.
=PX<a)=PX<a)+PX=aqa)

=P(X>a)=P(X >a)+ P(X =a)

En sommant ces deux lignes, on trouve 1 = 1+ P(X = «).

N N |

1
Donc si « existe alors P(X =a) =0, P(X <a)=P(X >a) = 3

1 1
Réciproquement, si P(X < o) = 3 et P(X =a)=0alors P(X >a)=P(X <a)= 3

Si X(Q) ={z1;292;...;2,} avec 21 < z3 < -+ < Ty, une CNS d’existence de a est donc
k
1
Iexistence d’un entier k tel que Z P(X =x;) = 3
i=1

On peut alors prendre pour a n’importe quel nombre strictement compris entre xj et

Th41-
!

Eneffet P(X <a)=0sia <zjet P(X < ) :ZP(X:a;i) oul =max ({i € [1;n] tq z; < a})
i=1
sia > T

La réponse a la question posée est donc non : par exemple si X suit une loi de Bernoulli

de parametre p # 5@ n’existe pas.

2. La réponse est : non.
Cela découle immédiatement de ce qui précede.

3. Si X(Q) est fini, a n’est jamais unique lorsqu’il existe.
Si X(Q) = {xn,n € N*} avec z,, < x,41 pour tout n € N*, o ne sera pas unique si il
existe.
Intuitivement, il faut diminuer I’écart entre x, et x5 (notation de la premiere question).
D’ou l'idée de réunir deux suites adjacentes pour former X (£2).
Par exemple :
Il existe un espace probabilisé et une var discrete définie sur cet espace telle que :

X(Q) = {i:ln € N*}

1 1

. 1
Vn € N P(X—n) —p(X__n) S
En effet ces nombres sont positifs et leur somme est :

R | 1% 1

2Y G =52 gn =1

n=1 n=0
—+00 1

P(XzO):ZW:

n=1
+o0 1

P(Xgo):zﬁ:

n=1

N~ N

Soit o > 0 )
E = {n eN*tqn < } est fini (éventuellement vide) donc :
e

1 = 1
PXza)=) som <2 gmi=3
nek n=1

1
Demémesia<0,P(X§a)<§

o = 0 est la seule solution.
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2 Couples de variables aléatoires

Exercice 5 (Mines 2019)

Soient X et Y deux variables aléatoires indépendantes suivant la loi de Poisson de parameétre
A>0.

0 Y O
Déterminer la probabilité que | X 0 0] soit diagonalisable.
0 0 O
Correction
0 y O
Soit A=|x 0 0] avec z et y € N.
0 00

xA = X(X? — zy) sans probléme
e Premier cas : zy =0
x4 = X2 et 0 est valeur propre triple. Peu importe qu’on soit dans M3(R) ou M3(C) :
A diagonalisable <= A =0<«<= 2=y =0
e Deuxieme cas : zy # 0
x et y appartiennent a N donc xy > 0 et x4 est scindé a racines simples sur R.
Donc :
ADZ <= (z=y=0)ou (z>0ety>0))
La probabilité cherchée est donc :

PX=Y=0U(X#0)N(Y #£0) = P(X=0)N(Y =0))+P((X#0)N(Y #0)) par incompatibilitc

= P(X=0)P(Y =0)+ P(X #0)P(Y #0) par indépendance

= P(X =02+ (1-P(X =0))?%car X et Y ont la méme loi
2

= Py (1-e?) =1-2e7 207

Exercice 6

Soient X et Y deux variables aléatoires indépendantes qui suivent la loi géométrique de para-
metre p €]0; 1].

1. Soit Z = min (X,Y).
(a) Pour n € N, calculer P(X > n).

(b) Pour n € N*, calculer P(Z > n) puis P(Z = n).
Reconnaitre la loi de Z.

(¢c) X et Z sont-elles indépendantes ?
2. Soit M = max (X,Y).

(a) Déterminer la loi de M ?

(b) Calculer I'espérance de M.

Correction
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1. (a)

—+00
WmeNPX>n) = > PX=k)
k=n+1

+o0
= Z p(1 —p)*! car k € N*

k=n-+1
_ IR _ pl—p)"
= p(1—-p) g(l -p)' = T—(-p
= (1-p)"

Cf aussi l'interprétation comme temps d’attente.
(b)

VneN"P(Z>n) = Pmin(X,Y)>n)=P(X >netY >n)
X

(Y > n) par indépendance
2
= (P(X>n-1)*= q”_l) en posant g =1—p

Z(Q) = N*
VneN*P(Z=n) = P(Z>n)—P(Z>n+1)=¢"2—¢*"=¢"2(1—- ¢
= - (-0-)"

Z = G(1—q?
Interprétation
On a deux processus en parallele.
Z est le temps d’attente du premier succes dans I'un ou l'autre.
P(S) = P(S1U S3) = P(S1) + P(S2) = P(S1NS2) =p+p—p* =p(2—p)
1-?=1-(1-p)?2=1-1+2p—p?>=2p—p? = P(9)
(¢c) Z=min(X,Y)< X donc P(X =1let Z=2)=0
Mais P(X =1)>0et P(Z=2)>0donc P(X =1)x P(Z=2)#0
X et Z ne sont pas indépendantes.

2. (a)

VneN*P(M<n) = Pmax(X,Y)<n)=P(X <netY <n)
= P(X <n)x P(Y <n) par indépendance
= (P(X <n))*=(1-P(X >n))’*
= (1 —¢")? valable aussi pour n = 0

M(2) = N*

2

VneN* P(M =n) = P(Mgn)—P(Mgn—1):(1_q")2_(1_q"*1)
- 1— 2qn +q2n -1 +2qn71 o q2n72 — 2qn71(1 _q) +q2n72(q2 _
= 2p¢" "+ (¢* — g
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(b) M+ Z =X +Y donc :

P = BB B2 22? - 1—1q2 N 127 - p(11+q) B p1(1++23)

3—2p
p(2 —p)

Si on veut faire le calcul directement, il faut remarquer que P(M = n) = 2u, — v,
avec (uy) la loi géométrique de parametre p et (v,) la loi géométrique de parameétre
1—q>.

Exercice 7 (Mines 2016)

Un centre d’appel téléphonique appelle N personnes. Chaque personne répond indépendamment
avec la probabilité p €]0;1[.

Soit X la variable aléatoire égale au nombre de personnes ayant répondu au cours d’une premiere
série d’appels.

On rappelle alors les personnes n’ayant pas répondu la premiere fois et on note Y le nombre de
personnes ayant répondu lors de cette deuxieme série d’appels.

On pose Z =X +Y.

Loide X7

Loi conditionnelle de Y sachant X =7

Loi et espérance de Z 7

Correction

X <= B(N,p)

C’est une situation classique, il ne me semble pas nécessaire d’en dire plus. La loi conditionnelle
de Y sachant X =i est la loi binomiale B(N —i,p).

Z() = [0; N].
Vn e [0;N|P(Z=n) = zn:P =k Y_n—k:):i:P(X:k) x P(Y =n—k|X = k)
() o R T
=
) ; = G P
-3 R(n — k])\'féN LU

k=0

N! n n
— : : (1 — 2N—k—n
n!(N—n)!gz%kl(nfk)!p (1=p)

= <N>pn(1 _ p)QN—Qn i <n> (1 _ p)n—k
n o \k

- (Z)p”(l —p)* T2 —p)

= ("Z) w@-p)" (1-p?)" "

7
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et on remarque :
1-p2—p)=1-2p+p*=(1-p)?
donc Z < B(N,1— (1 —p)?).

On en déduit immédiatement :

|B(Z)=pN@2-p)|

Interprétation

Pour chaque client la probabilité de "succes” ie de réponse est 1 — (1 — p)? ie la probabilité qu’il
réponse au moins une fois lors de deux appels indépendants.

Z est alors le nombre de "succes”.

Pour simplifier les calculs, on pourrait faire comme si chaque client recevait deux appels.

Exercice 8 (X 2017)

Soient X et Y deux variables aléatoires indépendantes qui suivent la loi géométrique de para-
metre p.

1. Calculer P(X =Y).
2. Calculer P(X >Y).
3. Pour n > 2, calculer P(X =n|X >Y).

Correction
1.
+00 +oo
P(X=Y) = Y P(X=nY=n)=> P(X=n)
n=1 n=1
+o0o
= Y pP(-p>?
n=1
- _r
2—p
2. Par symétrie :
1 12—-2p
PX>Y) = -(1-PX=Y)) ==
(X>¥) = JU-PE=Y)=; ]
_ l=p
= 5,

PX =X > y) = PE=m0X>Y)  P(X =m0 <n)

P(X>Y) P(X>Y)
n— 2-p
= p(1-p" 11— P(Y > n))ﬂ
= p2-p)1-p)" 2 (1-(1-p)"")
+o0
On vérifie avec une machine : »_ p(2 — p)(1 —p)" 2 (1 -1 —p)"*1> =1
n=2

Exercice 9 (Simulation d’un pile ou face équitable)
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On dispose d’une piéce déséquilibrée : la probabilité d’obtenir "face” est p €]0;1].

On procede a une suite de lancers de cette piece. On note X,, la variable aléatoire qui vaut 1 si
on obtient "face” au n-iéme lancer, 0 sinon.

On pose T = min{n > 1 tq (Xon_1, X2,) € {(0,1);(1,0)}}.

1. Quelle est la loi de T'7
2. Montrer que P(Xop =1) = =

Correction

1. Les variables aléatoires ((X2n—1,X25)),cn+> sont mutuellement indépendantes donc T
suit la loi géométrique de parametre (1 — p)p + p(1 — p) = 2p(1 — p) (la suite de va
démarre bien a 1).

2. On note E I'ensemble {(0,1);(1,0)}

+00 +oo
P(Xor=0) = Y P(Xor=0etT=n)=>» P(Xy=0etT=n)

n=1 n=1

= ZP (X1, X2) € B) N -+ N ((Xon-3, Xon—2) € E) N (Xop—1 = 1) N (X2, = 0))

B +o0 e _ p(1—p)
- ;(1—2:0(1—19)) 1(1—1’)19—1_(1—219(1—1?))

p(l—-p) 1

2p(1—p) 2

Exercice 10 (Ens 2018)

Pour X et Y deux variables aléatoires a valeurs dans Z, on définit :

d(X,)Y) = AZ%I()Z) (P(X e A)—P(Y €A))

1. Montrer que d(X,Y") est atteint en B = {k €ZtqP(X=k)—PY =k)>0}.

2. Montrer que d(X,Y) Z |P(X P(Y =k)|.
kGZ
3. Montrer que d(X,Y) < P(X #Y).
Correction

1. Soit A € P(Z).
En négligeant aux Ens les probléemes de définition :

P(X€eA)-PYeA) = Y PX=k->Y PY=k=> (P(X=k -PY =k)

keA keA keA
= Y (PX=k)-PY=k)+ > (P(X=k —-P(Y=£k)<0)
kcANB kcA\B
< Y (P(X=k)-P(Y =k)
ke ANB
< Y (PX=k)-PY=k)- > (P(X=k—-PY=k)
keB keB\A
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Sike B, P(X =k)—P(Y =k) >0 donc Z (P(X =k)—P(Y =k)) > 0 sauf si

keB\A
B\ A=0iesi BC A.
Donc :
VAeP(Z)yP(Xe€A)—PYe€ A <P(XeB)-PY eB)
On conclut facilement.

2. On note C' le complémentaire de B.

N (P(X=k)—P(Y=k)+> (PX=k-PY=k) = > (P(X=k —PY =k))

keB keC keZ
= Y P(X=k) =) PY =k)
keZ keZ
= 1-1=0

(P(X=k)—P(Y =k)-> (PX=k)—-PY=k) = > |[P(X=k) —PY =k)

keB keC kEZ

On conclut facilement.

3. Pour alléger les notations, on note pp = P(X = k) et g = P(Y = k).
On note également r, = P(X =k, Y = k).
X et Y n’étant pas indépendantes, on n’a pas forcément r, = prqx.
Néanmoins : rp, < pg et r. < g par croissance de P.
On a donc : ri < min (pg, gk )-

PX#Y) = 1-P(X=Y)=1-) P(X=kY =
keZ
1 1
P(X#Y)—-d(X,)Y) = §Z(pk+qk)—z7“k—52|pk—%|
kEZ keZ keZ
1
= Z§(pk+%—\pk—%\)—zrk
keZ kEZ
= Y (min (pg,qr) —7%) =0

kezZ

10

k:)zl—Zrk

keZ



