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Exercice 1 (Mines 2018)

Soient X et Y deux variables aléatoires telles que :

(i, j) e N> P((X =9)n (Y =j)) = e 2Ll

. Trouver les lois de X et de Y.

. Montrer que X + 1 suit une loi géométrique.

En déduire E(X) et V(X).

. Donner E(Y) et V(Y).
4.
d.

X et Y sont-elles indépendantes ?
Calculer P(X =Y).

Correction

1.

X(Q)=Y(©2) =N.
Par application de la formule des probabilités totales avec le systéme complet d’évene-
ments ((Y = j)),;cy, on obtient :

+o0 “+o00
. , : , 1 1
VieNP(X =i) = Zp((xzz)m(yzj)):mzﬁ
j=0 7=0
1
T 9l

Par application de la formule des probabilités totales avec le systéeme complet d’évene-
ments ((X =14)),cy, on obtient :

+00 oo
. . . ; 1 1
ViENPY =j) = Y P(X=00F =)= 3 55
i=0 T =0
_ 1
 jle

Y suit la loi de Poisson de parametre 1.
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2. (X +1)(Q) = N*
1 1 1

i—1 ) 1
ViGN*P(X+1:i):P(X:i—1):2i:2<1—2> :p(l—p)l_lavecpzi

X + 1 suit la loi géométrique de parametre —.

D’apres le cours sur la loi géométrique :

EX)=EX+1)—-1=2-1=1

1-1/2
V(X)=V(X+1)= /22 —
Remarque

La loi de X 41 est celle du rang d’apparition du premier succes dans une suite d’épreuves

indépendantes ou il y a deux issues possibles : le succes avec probabilité p = — et ’échec

1
avec probabilité 1 —p = —.
La loi de X est donc celle du nombre d’échecs enregistrés avant le premier succes.

3. D’apres le cours sur la loi de Poisson : E(Y) =V (Y) =1

1 1 1

.. 2 . N . . . o

On en déduit que X et Y sont indépendantes.

5.
+00 1o 1
P(X=Y) = ZP((X:z‘)m(Y:i)):Zm
=0 1=0
1 +o00 1 e1/2 e—1/2
T 2es=2hl 2e 2
On peut également calculer :
—+00
PX>Y) = > P(X>YetY =)
7=0
+oo
= Y P(X>jetY =j)
j=0

+o0o
= ZP(X > j)P(Y = j) par indépendance

§=0
+oo . . +o0 1 J+1 1
= ZP(X+1>;+1)p(y_j)_Z<2> T
=0 =0
1+°°<1>J'1 el/2
C 2e5\2/) Gl 2e
o—1/2
= — =P(X=Y)
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+oo
P(X<Y) = > P(X<YetY =yj)
j=0
+0o0
= Y P(X<jetY =j)
j=0
+0o0
= Z P(X < j)P(Y = j) par indépendance
j=0
+oo +oo
= Y (U-P(X2j)PY =j) = (1-P(X +1>j)P(Y = j)
j=0 j=0
=11

+o0
= PY=7)-SN" —__—
jz;) (Y =) ;]Qjeﬂ

= 1- e_l/2

On a bien trois nombres positifs de somme égale a 1.

Exercice 2 (Centrale 2018)

Soit p €]0;1[ et g=1—p
On considere deux variables aléatoires X et Y sur un espace probabilisé dont la loi conjointe est
donnée par :

Lsj=0

n

¥j € [0;n] Yk € [Lin] P((X =j)n (Y =k)) = 0sii#0ct k7]
<k>pkq” Fsij£0etk=j

1. (a) Déterminer les lois marginales de X et de Y.

(a)

(b) Déterminer 'espérance de Y.

2. (a) Déterminer la covariance de X et de Y.

(b) X et Y sont-elles indépendantes ?
Correction
1.(a) o X(Q)=1[0;n]

Par application de la formule des probabilités totales avec le systéme complet
d’évenements ((Y = k));<j<,, on obtient :

n
P(X = = = qf <g>p0qn_0
k=1 "

M- 114

vje[lin] P(X=j) = P(X=jY =k)=P(X =3Y =j)= (?)qu”_j

k=1

X suit la loi binomiale de parametres n et p.
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o V() = [1in]
Par application de la formule des probabilités totales avec le systeme complet
d’événements ((X = j))o< <y, on obtient :

Vke[lin] P(Y =k) = anP(X:j,Y:k):P(X:O,Y:k)JrP(X:k,Y:k)

k

1 n
= (n+2)q + np cf espérance de la loi binémiale

(n+1)q"
2.(a) Cov(X,Y)=EXY)-EX)E(Y)=FEXY)—np e +np
On applique le théoréeme de transfert a la va réelle discréete Z = (X,Y) :

\E
\E

E(XY) = JKP(X =4, =k) = Xn: (j zn: kP(X =j,Y = k))
j=0 \ k

=1

<
I
o
e
Il

1

kP(X =j,Y = k:))

<.
I
.
bl
Il
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Il
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7 <n> pqt
j

7=0
= E(B?) ou B < B(n,p)
= V(B)+ E(B)* = npq+ n’p’
= np(np+q)

La covariance de X et de Y est donc :

n+1)q" n+1 n+1
np(np+Q)—np((2)+np)—np(q— 5 q”>—npq<1— 5" 1)

(b) La premiére idée qui vient est d’utiliser ce qui précede.
Sin =1, la covariance est nulle mais cela ne permet pas de conclure.
Sin=1,Y =1 psdonc X et Y sont indépendantes.
Si n > 2, la covariance est non nulle en général et dans ce cas X et Y ne sont pas
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indépendantes.

9 \ (1)
Toutefois la covariance est nulle pour ¢ = (H) €]0; 1[ (rappelons que les
n

cas p =0 et p = 1 sont exclus).
Mais cela ne permet pas de conclure.
PX=1,Y=2)=0
Mais P(X =1) >0 et P(Y =2) > 0 donc X et Y ne sont pas indépendantes.
Remarque
On peut se contenter de résoudre l'exercice comme ci-dessus mais on peut aussi se demander
quel protocole conduirait a deux variables X et Y ayant une telle loi conjointe.
La loi de X étant claire, examinant la loi de Y conditionnellement a (X = j).
: N P((X=j)n({Y =k))
Y(j,k) € [O;n] x [sn] P(Y =k|X =j) = -
(G, 1) € [0;7] % [1:] P(Y = kX = j) e
La loi conjointe est dans ’énoncé et la loi marginale de X est calculée des le début.
Sij=0:
n
VE € [in] P(Y = k| X = 0) = £17 _
q?’b

1

n

Conditionnellement & (X = 0) la loi de Y est uniforme sur [1;n].

Sij#0:

vk € [L;n]\ {j} P(Y = k|X =j) =0

P(Y = jIX =j) =1

Conditionnellement & (X = j), Y est constante égale a j.

Cela suggere que Y = X si X est non nul et que Y = Z suit une loi uniforme si X est nulle.
On peut reprendre I'exercice depuis le début :

Il existe un espace probabilisé (£21,.41, P1) sur lequel sont définies deux variables aléatoires
indépendantes X7 qui suit la loi binomiale de parametres n et p et Z; qui suit la loi uniforme
sur [1;n].

Z1 si X 1= 0

X181 X1#0

Concretement, on procede a n expériences indépendantes avec une probabilité p de succes. Si
on a eu au moins un succes, on regoit autant de jetons que de succes. Si on n’a eu aucun succes,
on tire au sort un nombre compris entre 1 et n et on regoit autant de jetons. On s’intéresse au
nombre de jetons recus.

X1() = [05n] Y1(21) = [15n]

On pose V] = 1x,-021 + X1 = {

Vk e [1;n] P(X1=0,Y1=k) = P(X1=0,7Z; =k) égalité des événements par double inclusion
= P(X; =0)x P(Z; =0) par indépendance
qn
T on

Soit j € [1;n].

Si X; =jalors X1 #0et Y] =1x,-021 + X1 = X;.

On en déduit que si k est différent de j alors (X7 = j) N (Y1 = k) est 'événement impossible, de
probabilité nulle.

De plus (X7 =j) N (Y1 =j) = (X1 = j) de probabilité <?>qu”_j.

X1 et Y7 ont donc la méme loi conjointe que X et Y.
La loi marginale de X7 est ici une donnée de I’exercice.
Pour la loi marginale de Y] (qui est aussi celle de Y) :
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Soit k£ compris entre 1 et n :

P =k) = P(x,Z1+ X1 =k)

P(((X1=0)Nn(Z1 =k))U (X1 =k)) égalité des événements par double inclusion
P((X1=0)N(Z1 =k)) + P(X; = k) par incompatibilité

= P X1 =0) x P(Z1 = k) + P(X1 = k) par indépendance

(i

E(Yl) = E(1X121+X1)
= E(1x,Z:1)+ E(X)) par linéarité de ’espérance
(
(

:\Q

On a ensuite :

= FE(lx,) X E(Z1) + E(X1) par indépendance

= P(X; =0) x E(Z;) + np en utilisant 'espérance d’une Bernoulli et d’une binomiale

"E(Z1) 4+ np

LS

Reste a calculer I'espérance de Z; :

n n
1
E(Z)) = Y kP(Zi=k)=) k-
n
k=1 k=1
1 & 1 1
n i n 2
_ on+1
2
Le calcul de la variance de Y est envisageable :
E(Y?) = E(Y})=E (13(1:0212 + 21y, X127 + X%)

= B (lx=0Z] + X7) car 1%, g = 1x,=0 et 1x,=oX1 =0
= E(l1x,—0) x E(Z}) + E(X?)
= P(X,=0)x E(Z») + V(X)) + E(X,)*
= ¢"E(Z}) +np(1 —p) — n?p?
2

Comme on a déja ’espérance de Y7, il ne nous manque plus que I'espérance de Z7.
Le theoreme de transfert donne

Zk:Q (Z1=k) = Zkz

On a donc besoin de Z k2.
k=1
n(n+1)(2n+1)

On peut la connaitre : Z k% =
k=1
On peut la retrouver algébriquement :

(E+1) -k =3k2+3k+1
En sommant de £k =1 a k£ = n, on obtient :
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n 1
(n+1)3—1:32/4%3M

+n
k=1 2
d’on :
" 1 3n® 3
SR = <n3+3n2+3n+1—1—n—n—n
3 2 2
k=1
1 3n2 n n
= = - = —(2n? 1
3< + 5 +2> 6(n+3n+)
~ n(n+1)2n+1)
- 6

1)(2 1
et on aboutit & F(Z3) = (n+1)(2n+1)

On peut également retrouver cette formule par des arguments probabilistes, en utilisant la série
génératrice de Z7 :

Soit G(t) = E(t) Z

Si on dérive une fois :
n

()= P(Z = k)kt"!
k=1
Evalué en 1, cela donne G'(1) = E(Z1).

On dérive une seconde fois :

G'(t Z k(k = k)t* 2

Evalué en 1 cela donne G”( ) E(Z1(21 -1))

De plus pour t # 1, G(t Z tk %t:_;ll
Or:
G+h) = 147;h(1+hh)”—
_ 1n+hh(1+nh+n(n2_1)h2+n(n_lé(n_Q)h3+o(h3)—1>
= %(1 +h) <n+ n(nz_ b nln = 16)3(” “ D2, 0(h2))
_ (1+h)(1+n;1h+<"_1)(n_2)h2+o(h2)>

= 14

n+1 n—1 (n—1)(n—2)
n (5 !

5 + ) + o(h?)

La fonction G est de classe C*° car polynomiale et on peut lui appliquer la formule de Taylor-
Young.
Par unicité du DL :
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E(Zl):(;’u):”;rl
E(Z)(Z1-1) = G"(1)=n—1+ (”—1>3("—2)
= n;1(3+n—2):(”+1)3(”_1)
B(Z%) = E(Z1(Z1—1))+ B(Z) = (”1)3(n+1)+ngtl
- nzl(Qn_2+3)_(n+l)éZn+1)

Exercice 3 (Mines 2017)

Soit X une variable aléatoire suivant une loi géométrique de parametre p €]0; 1.
1
Trouver EF | — |.
()

Correction
1 =1
E (X) = nz::l ;P(X = n) par le théoreme du transfert
_ Jiop(l - p ((O-p)"
n=1 n 1 -p n=1 n
-D
= In(1—(1-
- (1-p)
~ —plnp
= 15

Exercice 4 (Mines 2017)

Soient X et Y deux variables aléatoires réelles discretes indépendantes qui suivent la loi uniforme
sur [0;n].

On pose Z =X +Y.

Déterminer ’espérance et la variance de Z.

Correction

Par la linéarité de l'espérance : E(Z) = E(X) + E(Y) = 2E(X).

Par I'indépendance : V(Z) = V(X) + V(Y) = 2V (X).

Les seuls calculs a faire sont donc ceux de ’espérance et de la variance de X.
Le calcul de 'espérance de X ne pose pas de probleme :

1 “ n
Le calcul de la variance de X est plus délicat :
V(X) = B(X?) - B(X)?
On connait déja I'espérance de X et on a besoin de I'espérance de X2.
Le théoréme de transfert donne :
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1 n
B(X?) = n+1 ZkQ
k=0

et on a besoin de Z k2.
k=1
Le calcul de cette somme est analysé en détail dans ’exercice 2.

2 1
On trouve F(X?) = n(n6—|—)
2 2
On en déduit V(X) = n(n1—2|—) puis V(Z) = n(n6—|—)
Remarque
On peut déterminer la loi de Z.
Z(Q) = [0;2n].

Soit k£ un entier compris entre 0 et 2n.
La formule des probabilités totales appliquées avec le systéme complet d’éveénements ((X =
donne :

l))ngSn

P(Z=k = Y PZ=kX=0)=> PX=1Y =k
(=0 1=0
n 1 n
= S PX=DPY =k-1)=——Y P(Y =k-
1 - Llo<k—i<n 1 &
n—i—lg n+1 (n+1)2§ k—n<i<k
1
= mypCmdlenltak—n<i<n))
1
= Gl [l mik)
1
= mCard ([max (0, k — n); min (k,n)])
_ 1 <n+k—|n—k|_k_n+|k_n+1>
- (n+1)? 2 2
_ noln—k+1
- (n+1)2
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On peut ensuite calculer 'espérance de Z :

2n

E(Z) = Y kP(Z=k) +122k —|n—k[+1)
k=0
1 n
("+1sz_:n +n)(n—|l|+1)
1 n n
- In—I|+1 — Il +1
CESE (lZn (n H+>+nl:§_jn(n H+))

nn+1) +2nz n—i—l—l)) par parité
=1

i
= n+1 <nn+1 +2nz>
(

=1

_ n(n + ))
= n+12 nn+1)+2n 5
= 1
(n+1)2n(n+
= n
Pour calculer V(Z), il faut calculer :
2n 1 2n
E(Z*) = KP(Z=k)=——> K(n—|n—kl+1
(@) = S RPE=K) = g SR =k 1)
= ({ - +1
n+12l;n +n)%(n—|I| +1)
1
ERCETL S+ 20+ )0 — [l + 1)
l=—n
1 n
= CEE Z (1> + n?)(n — || + 1) par parité
1 n
= CFSIE (n3+n22z — (n+ D)% +n?l - nn2)>
n f—
1 5 o n*n+1)?2 nn+1)*2n+1) 3 3
= — — 1 2 1
CESIE (n +n 5 + 3 n’(n+1)4+2n°(n+1)
_ 1 w2 n?(n+1) n n(n+1)(2n+1) o
n+1 2 3
2
_ 2 n° n(2n+1)
B
- E(Z)2+%(2(2n+1)—3n)
_ B2 n(n +2)
6
2
Et on retrouve V(Z2) = n(nﬁ—i—)

10
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Utilisation des séries génératrices
On a :

1 n
Vi e R Gx(t) = Gy (t) = tk
eRGx(t) = Gy () n+1,§)
et :
1 1_tn+1

vVt e R\ {1} Gx(t) = Gy (t) =

Par indépendance :

n+1 1-—t

Vit €ER Gz(t) = Gx(t) X Gy(t)
1 (11—t

)2

Vter \{1} Gz(t) = Gx(t) xGy(t) = (n+1)2 (11?2

Mais :
+0o0 . 1
vVt el —1; = —
SRt -
k=0
Donc :
1 400 b1 +o00 %
—1:1 = = 1
vt €] - 1; [(1_t)2 kz_:lkt kz_:(kJr )t
=0
1 2n—+2 n+1 X k
Vtel - 1;1[Gz(t) = 71(15 — 24" 1) (R + 1)t
n + =0
1 +oo +0o0 too
_ - 5 (Z(k+1)t2n+2+k_22(k+1)tn+1+k’+z<k+l)tk
(n+1)* \i5 k=0 k=0
1 400 400 +oo
- o | 2 =22 3T (- Yo (k1)
(n+1) 1=2n42 l=n+1 k=0
On en déduit :
1
n
= 0 comme attendu
1 2n—k+1

En particulier, P(Z =2n+1) = 0.

k+1
(n+41)2

Vk e [0;n] P(Z=Fk) =

E(Z) = G’/(1) mais comment calculer G, (1) ?
On fait un développement limité a ’ordre 1.

11

)



TD Probabilités 2025-2026 Chapitre 3, Correction

On va faire un développement limité a ’ordre 2 en prévision du calcul de la variance.

1 1—(1+h)nt)°
G+h) = (n+1)2< 1—(1+h) >

(n+1)2 h
2
= (1 + gh + n(nﬁ_l)h2 + 0(h2)>

n? n(n—1)

_ n 2 2
= 1+nh+(4+ 3 )h + o(h*)

™2 —4
= 14nh+ T p2 4 o(h?)
12
_ % —4n

On en déduit G%(1) = n et G(1) 5

On a bien E(Z) =G/y(1) =n+1et:

V(Z) = G3(1) - GZ(1)* + G(1)

_ n?—dn w24 n
= — -~
1
= 5 <7n2 —4n —6n° + 6n)
1
= 5 (n2 + 2n)
B n(n + 2)
6

Exercice 5 (Mines 2021)

o (1 + (n+Dh+n(n+1)/2h2 + (n+ )n(n — 1)/6h3 + o(h) — 1)2

Soient X et Y deux variables aléatoires discrétes indépendantes a valeurs strictement positives

et de méme loi.
X Y
1. Montrer que — et — ont la méme loi.
duey ety

X
2. Montrer que F (Y) > 1.

Correction
1. On notera A I'ensemble X (€2). C’est une partie dénombrable de R7 .

Les couples (X,Y) et (Y, X) ont la méme loi : (X,Y)(Q) = (Y, X)(Q) = A% et :

Y(a,b) € A% P((X,Y) = (a,0)) = P(X =a)N (Y =b)) = P(X = a)P(Y

indépendance

Mais X et Y ont la méme loi donc :

V(a,b) € A2 P((X,Y) = (a,b)) = P(X = a)P(X =)

V(a,b) € A2 P((Y,X) = (a,b)) = P(Y =a)N(X =0)) = P(Y
indépendance

Mais X et Y ont la méme loi donc :

12

b) par

b) par
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V(a,b) € A2 P((Y,X) = (a,b)) = P(X = a)P(X =)
Si Z et Zy ont la méme loi et si f est une fonction définie sur Z;(Q) = Z2(£2) alors f(Z1)
et f(Z2) ont la méme loi.

R xRY — R X Yy . _
, on montre que — et — ont la méme loi.

E .
n prenant ici f {(:U,y) . g v ot ¥

1
2. VtER, t+ 22

1
Cela se démontre en étudiant la fonction ¢ — t 4 7 ouen remarquant :
Vi e R 4 - 2—<v@ 1>2
Tt B Vit
X Y
@) déduit — + — > 2
n en dédui v + X2

Par linéarité et croissance de I’espérance :

X Y
F(— El—]|>2
<Y>+ (X)—
X Y X Y
Mais?etyont la méme loi doncE(Y):E().

X
On en déduit 2F (Y) > 2 et on conclut facilement.

Exercice 6 (Mines 2022)

On dispose de 5 dés équilibrés. On les lance et on écarte ceux qui ont donné 1.

On recommence le processus avec les dés restants et on continue tant qu’on n’a pas écarté tous
les dés.

On note T la variable aléatoire égale au nombre de fois qu’on a lancé les dés.

1. Pour n € N*, calculer P(T < n).
2. Montrer que T est d’espérance finie et calculer son espérance.

Correction

1 5
1. Onnoteszetqzl—p:f.

La probabilité qu'un dé n’ait pas donné 1 au cours de n lancers est ¢".
La probabilité qu’un dé ait donné au moins une fois 1 au cours de n lancers est 1 — ¢".
On a donc P(T < n) = (1—q")°.

2.Vn e N* P(T >n)=1-P(T <n)=1-(1-¢")°, formule qui reste valable pour n = 0.
1—-(1-¢")%=1-(1-5¢"+0(q")) = 5¢" + o(¢") donc P(T > n) ~ 5q"
On en déduit que la série de terme général P(T > n) converge.
On en déduit que la variable aléatoire T' a une espérance. De plus :

“+oo “+o0o
BE(T) = Y P(T>n)=> (1-(1-¢"))
n=0 n=0
+o0o
— Z (5(]” _ 10q2n + 1Oq3n _ 5q4n + an)
n=0

5 10 10 5 1
p I-¢@ 1-¢ 1-¢) 1-¢
_ 3698650986

983994711

13
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Exercice 7

On considére un sac contenant n pommes rouges et n pommes vertes.

On mange les pommes une & une au hasard et on s’arréte lorsque toutes les pommes restant
dans le sac sont de la méme couleur.

Quel est Pordre de grandeur du nombre de pommes restant dans le sac : O(y/n)? O(ln(n))?
o)?

Correction
Les pommes rouges sont notées Ry,..., R,, les vertes V1,...,V,.
On prend 2 'ensemble des permutation de {Ry, ..., R,,V1,...,V,} ie on poursuit le processus

fictivement méme si il ne reste que des pommes de la méme couleur. Le cardinal de © est (2n)!
et il y a équiprobabilité.

Soit X le nombre de pommes restant dans le sac.

X étant majorée, X possede une espérance.

X étant a valeurs entiéres positives, et plus précisément a valeurs dans [1;n] :

E(X) = zn: P(X > k).

k=1
1 « 2n —k
EX) = — 2 n!n!
0 = (")
B - n!  (2n —k)!
B 2;@—@! (2n)!
" nn—1)...(n—k+1)
2
;2n(2n—1)...(2n—k+1)
Vke[lin]2n—k+1-2n—k+1)=k—1>0
Donc : I )
n_
. R g
vkellinl o = =3

On en déduit :
n 1 “+oo 1
BE(X)<2) 55 <23 o5 =2
k=1 k=1
On peut aller plus loin :
R+ — R
. nn—-—1)...(n—k+1 )
Pour tout n € N*, soit f,, { z — 2n((2n—1))...((2n—k:+)1) sik—1<z<kkel[l;n]
r—0siz>n
Pour tout n € N*, f,, est continue par morceaux sur R,.

Ry - R
1
xb—>2—ksik—1§x<kk€N*

La suite de fonctions ( f,,) converge simplement sur R} vers f {

f est continue par morceaux sur R
L’hypothese de domination est vérifiée :
Vie[O;n—1] 2n—1)—2(n—1)=1>0
On en déduit (en détaillant) :

Vn € N*Vz € Ry |fu(2)| = fu(z) < f()

avec [ continue par morceaux, positive et intégrable sur Ry : 0 < f(x) <

—zln (2)

| =

14
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D’apres le théoréme de convergence dominée :
+oo

0o +o0
E(X)zz/o+ fol@)dz ———> f(m)dszZ%k:Q
k=1

n—-+oo 0
Exercice 8

Soient X1i,..., X, n variables aléatoires mutuellement indépendantes qui suivent toutes la loi
uniforme sur [1;n].

n
Pour tout k € [1;n], soit Y; = Z 1x,=k
=1
it Z = Yy).
Soit élka%(n( %)
1. Montrer que pour tout A € Ry, e’(4) < nE (e’\yl).
21n (n)

2. Montrer que E(Z) m

Correction

1. Z(2) = [1;n] donc il n’y a pas de probléme d’existence.

A2 = exp <)\ znj kP(Z = k)) = exp (an \eP(Z = k))

k=1 k=1

< Z e)‘kP = k) par convexité de ’exponentielle

n
L’événement (Z = k) est inclus dans 1’événement U (Y; = k) donc par sous-additivité :
=1

P(Z = k) ZP nP(Y7 = k) les Y; ayant toutes la méme loi (par un

argument de symetrle notons au passage qu’elles ne sont pas indépendantes)
Donc :

A E(Z) <nz e/\kP —k:)—nE(e)‘Yl)

1
2. Y7 suit la loi binomiale de parametres n et — donc :
n

2 = Sl @ 0D

On a donc pour tout A € R+ :

et e —1

1
AE(Z) <In(n)+nln (1—n+n <lIn(n)+

par concavité de la fonction In.

11 suffit de prendre A = In (1 + In (n)) pour conclure.

Exercice 9 (X 2017)

15
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Soit A une partie aléatoire de [1;n]. En d’autres termes A est une variable aléatoire & valeurs
dans P([1;n]). On suppose que A suit une loi uniforme.

Soit B une autre variable aléatoire a valeurs dans P([1;n]) qui suit une loi uniforme.

On suppose A et B indépendantes.

Quelle est ’espérance du cardinal de AN B?

Correction
Avant de répondre spécifiquement aux questions posées, on peut envisager le calcul de ’espérance
du cardinal de A.
e Premiére méthode : on explicite la loi du cardinal de A
Le cardinal de A est compris entre 0 et n.

Soit k € [0;n].
Nbre de parties a k éléments de [1;n]
P (Card(A) =k) = :
(Card(4) ) Nbre de parties de [1;n]
Plus généralement si une variable aléatoire X suit une loi uniforme sur un ensemble F
(nécessairement fini) alors :

P(f(X)=y) = P( U (sz))

z€E tq f(z)=y
= >  PX=u)
z€E tq f(z)=y
1

- e R tqgj;(x):y Card(E)
_ Card ({x € F tq f(x) = y})
Card(E)
On a donc :
(k) n k n—k
vk € [0;n] P (Card(4) = k) = /- = <k> (;) <1 - ;)

Et le cardinal de A suit la loi binomiale de parametres n et 3

n
On en déduit que I'espérance du cardinal de A est 3

¢ Deuxieme méthode : on utilise des fonctions indicatrices
Pour tout ¢ compris entre 1 et n, on note X; la variable aléatoire qui vaut 1 si 7 appartient
a A et 0 sinon.
C’est bien une variable aléatoire : le montrer revient a montrer que (X; =1) = (i € A)
est bien un évenement.
C’est bien le cas : c’est la réunion des événements A = E ou E décrit ’ensemble des
parties de [1;n] qui contiennent .

n

Card(4) = > X;.
=1
Par linéarité de I’espérance :
E (Card(A)) =Y E(X;) =nE(X1) =nP(X; =1) =nP(1 € A).
=1

Mais comme dans le premier cas :

16
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P(1 e A) = Nbre de parties de [1;n] contenant 1 gn—1 1
N Nbre de parties de [1;n] ~Ton 9
n

On retrouve E (Card(A)) = 5

Peut-on retrouver la loi du Cardinal de A?

On commence par montrer que les variables aléatoires Xi,..., X, sont mutuellement
indépendantes.

Soit (€1,...,€,) € [0;1]™.

P(" (Xi—ei)> = P(A={ie[L;n] tqeizl}):i

27’L
n
= 11
i=1

Le cardinal de A apparait alors comme la somme de n variables aléatoires mutuellement

N |

=[[PXi=«)
=1

1
indépendantes suivant toutes la loi de Bernoulli de parametre —.

Le cardinal de A suit donc la loi binomiale de parametres n et 3

Passons a ’exercice tel qu’il a été posé.
Plusieurs méthodes sont possibles.
e Premiére méthode : on explicite la loi du cardinal de AN B en faisant du

dénombrement
Le cardinal de A N B est compris entre 0 et n.
Soit k € [0;n].
On montre facilement que (A, B) suit la loi uniforme sur P (|1;n]) x P (]1;n]).
P (Card(AN B) = k) est donc le quotient du nombre de couples de parties de [1;n] dont
'intersection a k éléments et du nombre de couples de parties de [1;n].
Les couples de parties de [1;n] dont 'intersection a k éléments sont de la forme
(IUEA,IUEpR) ou I est une partie a k éléments de [1;n], E4 une partie de [1;n] \ I et
Ep une partie de [1;n] \ (INE4). On en déduit :

1 n nok n—=k n—k—l

=0
= 4% (Z) (1+2)"k
IGNEH

1
On en déduit que Card(AN B) — B (n, 4) puis E (Card(AN B)) = %

e Deuxiéme méthode : on utilise ’indicatrice de AN B

1siie ANB
On note X; :{ St
0 sinon

Card(ANB) =) _X;.
=1

17
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Par linéarité de 'espérance : E(X) = ZE(XZ) =nE(X1) =nP(1 € AN B)

Par indépendance : =
P(leAﬂB):P((leA)ﬂ(leB)):P(leA)xP(lEB):P(leA)in
On en déduit :

B(X) = %

On peut étre plus formel et faire un lien précis avec le cours, en particulier le paragraphe
3 du chapitre 2.

A(Q) = B() = P([1:n])-

Soit £ ={E € P([1;n]) tq 1 € E}.

L’événement "1 € AN B” peut aussi s’écrire (A € £)N (B € &).

D’apres le paragraphe 3,7 du chapitre 2 :

P(1e ANB)=P(Ac&)P(Be€€) car A et B sont indépendantes.

Comme A et B ont la méme loi :

P(1€ ANB)=P(Ac&)?

Comme A suit la loi uniforme sur P([1;n]) :

B Card(€) vt
PAeAND) = Gampua)) ~ 20 2

On peut aller plus loin et montrer que les X; sont mutuellement indépendantes pour
en déduire que le cardinal de A N B suit une loi binomiale.

On commence par montrer que les variables aléatoires X1, ..., X, sont mutuellement in-
dépendantes.

Soit (€1,...,€,) € [0;1]™.

P(ﬁ(XZZEZ)> = P(AmBZI:{ZG[[l,TLH tq6i21})

= Y PANB=Iet A=IUE)

EC[1;n]\I

= Y P(A=IUEetB=IUF avec F C ([Iin]\ 1)\ E)
EC[1;n]\I

= Y P(A=IUE)xP(B=IUF avec F C ([Lin]\I)\ E)
EC[1;n]\I

1 gn—k—Card(E)
= E — x =
n on

EC[1;n]\I

1k —k 3=k
- ankfl —

=0
n

= H P(X; =¢)
i=1

1 3
carP(Xi:ei):ZsieizletP(Xi:ei):Zsieizo.

e Troisiéme méthode : on utilise les indicatrices de A et de B
1size A lsite B
OnnoteYi:{ et Z; =

0 sinon 0 sinon

18
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On a donc Card(AN B) = ZYZZ%
i=1

Les variables aléatoires Y; et Z; sont indépendantes (car A et B le sont).
Plus formellement :

P([1;n]) = R
soit p; s Er—~1siie€ B

E—0sii¢ FE
D’apres le paragraphe 3.8 du chapitre 2, A et B sont indépendantes donc Y; = ¢;(A) et
Z; = ¢;(B) sont indépendantes.

—_

On montre comme précédemment qu’elles suivent la loi de Bernoulli de parametre 5
1
Donc Y; Z; suit la loi de Bernoulli de parameétre 1 et on retrouve la valeur de F(Card(AN
B)).
A ce stade, il est naturel de se demander si Card(A N B) suit la loi binomiale de para-
1
metres n et —.

On se demande donc si les Y; et les Z; sont mutuellement indépendantes.

On se donne donc (eq,...,en,€1,...,6,) € {0;1}™.

Soit E={ie€[l;n] tqe; =1} et F ={i € [1;n] tq ¢ = 1}.

Yr=e)Nn---N(Z, =€,) = (A= E)N(B = F) avec A et B indépendantes donc
sa probabilité est P(A = E)P(B = F) = 2% X 2% = 4% C’est la valeur du produit
P(Yl = 61) X oo X P(Zn = 6n).

Donc les Y; et les Z; sont mutuellement indépendantes.

Donc les Y; Z; sont mutuellement indépendantes et X suit bien la loi binomiale de para-

metres n et —.

Exercice 10 (X 2017)

Soit X le nombre de tirages nécessaires a I'obtention de deux faces consécutifs dans un jeu de
pile ou face avec une piece équilibrée.
Loi et espérance de X ?

Correction
Plus généralement, on s’intéresse au temps d’attente d’un motif donné.
Le cadre sera celui d’une suite (Y;);en+ de variables aléatoires mutuellement indépendantes sui-

vant toutes la loi de Bernoulli de paramétre 3 (on code "face” par 1 et "pile” par 0).

On peut commencer par une simulation informatique :
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import numpy.random as rd

def T(motif):
1=len(motif)
terminaison=[]#contient les 1 derniers tirages
#on initialise terminaison avec les 1 premiers tirages
for i in range(l):
terminaison.append(rd.randint (2))
dernier=1 #indice du dernier tirage effectué
while terminaison != motif:
dernier+=1
X=rd.randint (2)
terminaison=terminaison[1:]+[X]
return dernier

def estimation_esperance(motif,N):
s=0
for i in range(N):
s+=T (motif)
return s/N

Dans le cas d’un motif de longueur 1, le temps d’attente suit une loi géométrique. La piece étant
ici équilibrée, le temps d’attente du premier pile comme le temps d’attente du premier face suit

une loi géométrique de parametre —.

Le temps d’attente moyen est donc de 2

print([estimation_esperance([0],10%*5) ,estimation_esperance([1],10%*5)])
[1.99913, 2.00542]

Passons aux motifs de longueur 2. Il y a 4 motifs de longueur 2 mais seulement 2 cas & examiner
les deux autres s’en déduisant.
Commencons par le motif de I’énoncé :

print (estimation_esperance([1,1],10%*5))
5.99612
e Premiére méthode .
On s’intéresse a I’évenement E,, = (X > n) ﬂ ((Yi—1,Y;) # (1,1)). Cest le méme que
”il n’y a pas eu deux faces consécutifs au cours des n premiers lancers”.
P(Ey) = P(Ey) = 1.
P(By)=1-PYi=1Ys=1) =

»-lk\w

P(Es) = P ((Y1,Y2Y3) # (1,1,0),(1,1 ),(0,1,1)):1_22,

20
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Par la formule des probabilités totales, pour n > 4 :

P(E,) = PE,NY,=0)+PE,NY,=

1))
= P((Yn:om(ﬁ((n_l,m#(l,l))))w( DA () (Vi 11)))
i=2 =2
n—1

N ((Yi1,Y:) # (1,1)) ))

i—9

= P ((Yn = O) N ((Ynflayn) # (17 1)) N (
+P ((Yn = 1) N ((Ynfhyn) 7é

(
n—1
_p (m _o)n (n (Vi1 Y #

)

n—1
1,1))N <ﬂ ((Yi1, Ya) # (1,1)) ))
1=2
(1
n—1
+P ((Yn =1)N (Yoo = 0) N ( M ((Vie, i) # (1, 1))))

Et on vérifie que la relation est vérifiée dans les cas ot n = 2 ou 3.

Cela suffit pour déterminer ’espérance de X :
+oo

E(X)=) P(X>n)=> PE
n=0 =
Avec la relation de récurrence :

0 0 —+o00
Z P(E,) = % Z P(E,) + i Z P(E

1+°°

- ZP P(Ey) + 4P(E1) + 4P(Eo) =1

+oo
Donc Z P(E,) =4et E(X)=6

n=2
Pour déterminer la loi de X, on commence par déterminer P(FE,) avec la relation de
récurrence. 1 1
Equation caractéristique : r? = 57" + 1

o 1+VE 145

Racines : 1 et 1

1+v5\" 1-v5\"

+B

4 4

On détermine A et B avec les conditions initiales : P(Ey) = P(E;) = 1.
5+3V5 (1+V5)" 535 (1-v5\"

10 4 10 4

On peut retrouver 'espérance :

J(A,B) e R?tqVn e N P(E,) = A

Vn>0P(X >n)=

21
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P(X>n
Z 10 nz% 4 = 4
et on utlhse la formule donnant la somme d’une série géométrique.

La loi de X est facile a obtenir :
PX=0=PX=1)=0

543X (1+45)" 5—3\/5+°° 1-v5\"
0 2

Vn>2P(X=n) = P(X>n—-1)—P(X >n)=P(E,_,)— P(E,)
5= VB1+VB\" 5+ VE [1-VE\"
N 10 4 10 4

et on peut retrouver ’espérance :
+00

E(X)=) nP(X =n)

n=0
et on utilise la formule :
“+00

Vo e] —1;1] an”:
n=0
e Deuxiéme méthode

(Y1=0),(Y1 =1,Y5=0),(Y1 =1,Y2 = 1)) forment un systéme complet d’événements.

x

1)

Vn>2P(X=n) = P(X=nY1=0P(Y;=0)+P(X =n|V1=1,Y,=0)P(Y; =1,Y, =0)
+P(X = 7’L|Y1 = 1}/2 = 1)P(Y1 = 1,Y2 = 1)

P(X = n\Yl = 1Y2 = 1) = (5,,1’2

P(X=1)=

P(X =2)

| =

4

1 1
Vn>2P(X:n):§P(X:n—1)+ZP(X:n—2)
Par la méthode habituelle :

10 4 10
“+00
On vérifie Z P(X=n)=1
n=0
+oo
Ona E(X) = ZnP(X:n) = 6.

n=0
Justification de P(X =n|Y; =0)=P(X =n—1)
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On va plutdt justifier P(X =net Y1 =0)=P(X =n—1)P(Y; =0)
P(X=netY; =0)

_p (m —o)n (02 (Vi) # (L. 1>>) A (Yar, Vo) = (1, 1)))
- p <<Y1 —0)n((¥1, %) £ (1,1)) (ﬂg (V¥ # 0, 1>>> N (Yoot Vo) = (1, 1>>)
=P <(Y1 =0)N (hgl((Yi_l,E) # (1, 1))) N ((Yn-1,Yn) = (1, 1)))
_ pi—0)p ( (m: (i 1) # 0. 1))) N (oo Ya) = (1, 1>>>

n—1
= P =0)P ((ﬂ ((Zi-2, Zi—1) # (1, 1))) N ((Zn-2,Zn-1) = (1, 1)))

1=3

en posant Z; = Y;y1 pour tout i € N*.
On en déduit que :

n—2
P(X=nY=1)= ép << N (Zi-1, Zi) # (4, 1))) N ((Zn-2,Zn-1) = (1, 1)))

Mais la suite de va (Zn)nel\:zz (Yn),>o a les mémes propriétés que la suite (Y7,),cn-
donc : .

P(X:n,le())zip(X:n—l)

De méme :

P(X=netY, =1etY,=0)

- P <((Y1,Y2) =(1,0)) N C@:((lﬁl,lﬁ) # (1,1))> N ((Yn-1,Yy) = (171))>

- p (((Ym) — (1L,0) N (V. Y) £ (L) N (rj (i ¥ £ 0, 1>>> A (Yoo Ya) = (1, 1>>)
= p (1000 = 0.0 335 £ 107 [0 (052,59 # 00 (v = 0.1
— P (((Yl,YQ) = (1,0)) N (:d((lﬁ-l,iﬁ) # (171))> N ((Yn-1,Yy) = (1,1))>

= PY1=1,Y,=0)P <<hl((1@_1,Y;) # (1, 1))) N (Y1, Yn) = (1, 1)))

_ ((ﬂ (Zis Z2) £ (0, 1))) (Zns Zna) = (0, 1)))

en posant Z; = Y;yo pour tout ¢ € N*.
On en déduit que :

n—3
P(X =n,Y1=1,Ys = 0) = ip ((ﬂ (Zir, Z) # (1, 1))) A (Zn_s, Zn_s) = (1, 1)))

1=2
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Mais la suite de va (Zy),cn+ = (Yn),>3 & les mémes propriétés que la suite (Y3,),cn-
donc : B

1
P(X:n,Yl:O,YQZO):ZP(XZH—2)

Passons maintenant au motif Pile, Face :

print(estimation_esperance([0,1],10%%5))
4.0022

e Premiére méthode

On s’intéresse a I’événement E,, = (X > n) = ﬂ ((Yi—1,Y;) #(0,1)).

P(Ey) = P(Ey) = 1. ; =
P(E)=1-P(i =0, =1) =%
P(Es) = P((V1,YaYs) # (0,1,0), (0,1,1), (0,0, 1), (1,0, 1)) :1—%:%

Par la formule des probabilités totales, pour n > 4 :
PE,) = PE,NY,=0)+PE,N(Y,=1))
= P((Ynzo)ﬂ (ﬂ ((Yie1,Y5) # (0, 1)))

1=2 =2

>+P<<Yn=1>mﬁ<m . >7é<01>>>

- P((Ynzomm LYa) £ 0, 1))0(?@((&/ LY £ 0, 1))))

+P ((Yn =1) N ((Yn-1,Yn) # (
V)

= P((YN:O)ﬁCﬁ ((Yie1,Y5) # 71))>>

4P ((yn — )N Yu1=1)nN (ﬂ ((Yi-1,Y7) # (0, 1))))

=2

n—1
0,1)) N (ﬂ ((Yi—1,Yi) # (0, 1))))
i=2
(0
n—1

n—1
= P(Y,=0P <ﬂ ((Yi1,Y3) # (0, 1)))

1=2

n—1
+P ((Yn =1)N Y =1)N (ﬂ ((Yi1,Y3) # (0, 1))))

=2

= SP(Ea)

n—2
+P ((Yn = 1) n (Yn—l = 1) N (Yn—2 = 1) N <ﬂ ((Yi—l,Y%) 7& (07 1))))

1=2

~ pm, 4P (ﬁm— 1))

=1
_ %P(E D+ Qin

Et on vérifie que la relation est vérifiée dans les cas oun = 1,2 ou 3.
Cela suffit pour déterminer I’espérance de X :
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+oo +oo
E(X)=) P(X>n)=> P(E,)
n=0

n=0
Avec la relation de récurrence :

+o0 1 +o0o +o0o 1
ZP(En):izp(En)“‘an
n=1 n=0 n=1

13X 1 3
5 2 P(Bn) = 5P(Eo) +1=5
2 e 2 2
+oo
Donc »  P(E,) =3et BE(X) =4
n=1
Pour déterminer la loi de X, on commence par déterminer P(FE,) avec la relation de
récurrence. +1
Vn € N P(E,) =

n
La loi de X est facile a obtenir :

P(X=0)=P(X=1)=0

Vn>2P(X=n) = PX>n—-1)—P(X >n)=P(E,—1)— P(E,)
B n n+1
T on—1  on
n—1
et on peut retrouver ’espérance :
+oo +oo n—1
EB(X)=) nP(X=n)=>_ 5 =4
n=2 n=2

¢ Deuxieme méthode
(Y1 =1), (Y1 =0)) forment un systéme complet d’événements.
Yn>2P(X =n) = P(X=n|Y;=1)PY;=1)+P(X =n[V; =0)P(Y; = 0)
1 1
SPX =n—1)+(P(y1=0)"PM =1)

1
= §P(Xn71) + 27

P(X=1)=0

On retrouve :

Vn € N* P(X =n) = ”2;1

Justification de P(X =n|Y1 =1)=P(X =n—1)
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On va plutdt justifier P(X =net Yy =1)=P(X =n—-1)P(Y1 =1)
P X=netY=1)
—1

= P ((Y1 =1)nN (nﬂ ((Yi—1,Y3) # (0, 1))) N ((Yn-1,Yn) = (0, 1)))
i=2

n—1

= P ((Yl =1)Nn((1,Y2) #(0,1))N (ﬂ ((Yi-1,Y3) # (0, 1))) N ((Yn-1,Ys) = (0, 1)))

1=3

n—1
= P ((Yl =1n (ﬂ ((Yie1,Y3) # (0, 1))) N ((Yn-1,Y5) = (0, 1))>

1=3

n—1
= P(}/l = O)P ((n ((}/i—l,}/;') 7& (07 1))) N ((Yn—lvyn) = (07 1)))

1=3

n—1
— P(¥i=0)P (( N (Zi, Zi1) £ (0, 1>>> A ((Zu2. Zur) = (0, 1>>>

1=3

en posant Z; = Y;y1 pour tout i € N*.
On en déduit que :

n—2
PX=nY1=1)= %P <<ﬂ ((Zi1, Zi) # (071))> N ((Zn—2, Zn-1) = (0, 1)))

Mais la suite de va (Z”)n61:1:2: (Yn),>o a les mémes propriétés que la suite (Y),cy-
donc :

P(X:n,le()):%P(X:n—l)

De plus :

P(X =n|Y1=0P(Y;=0) = PY1=0X=n)=PY;=0,...,Y,1=0,Y,=1)

Passons aux motifs de longueur 3. Il y a 8 motifs de longueur 3 mais seulement 4 cas & examiner
les deux autres s’en déduisant.
Commencons par le motif Face,Face,Face.

print (estimation_esperance([1,1,1],10%%5))
14.04222

e Premiére méthode
n

On s’intéresse a I'événement E, = (X >n) = [ (Yi—2,Yi—1,Y;) # (1,1,1)).
i=3
P(Ey) = P(E,) = P(E3) = 1.

P(E3)=1-P(Yi=1Y,=1Y;=1)=

— 00l I

P(E4) = P((Ylﬂyé?n) 7é (17 17 170)? (1a 17 71)> (01 17 17 1)) =1- g =9
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Par la formule des probabilités totales, pour n > 4 :

P(E,) = P(E,N(Yy=0)+P(E,N(Y, =

= P((Yn:O)ﬂ<ﬁ((Y; 2, Yi1,Yi) #(1,1,1) ))
(<>m< m)

- P((Yn:O)ﬂ((Yn_Q,Yn 1Y) # (1,1,1) m(no: Yi o,V 1,Y)¢(1,1,1))>>
+P ((ynznm((ynz,yn 1LY # (1,1,1)) N (n(:]: i-2,Yi1, Y] #(LLD)))

=P ((Yn =0)N (E((Ez,nl,lﬁ) # (LLD)))

n—1
+P (((YnhYn = (0,1)) N ((Yn—2,Yn-1,Yy) # (1,1,1)) N (ﬂ ((Yie2,Yio1,Yy) # (1,1, 1))))

1=3

n—1
+P (((Yn—l’y = (1’ 1)) N ((Yn—Zyyn—b Yn) 7é (1’ 1’ 1)) N (n ((}/;'—25 }/i—la }/1) 75 (1’ 1’ 1))))

1=3

n—1
= P(Y,=0)P <ﬂ ((Yie2,Yi1,Y3) # (1,1, 1)))

=3

£ (et 30) = 0.0 O VoY) £ 02,0001 ) (ca i Y0 £ 0111

£ (0 1 = 01,000 (O Vo) £ (11007 (1) (i) 2
- %P(En_l) 7

+P (((Yn_l,Yn) =(0,1))N <n(2]23 ((Yie2,Yio1,Y3) # (1,1, 1))))

+P (((Yn 2, Yn-1,Y,) =(0,1,1)) N ((Yn—4, Y3, Yn_2) # (1,1,1)) <nr_f((Y 2,Yi—1,Y;) #

n—2
= SP(Ew) + P (Yo, Ya) = (0,1) P (ﬂ (Voo Y1, ¥i) £ (1,1, 1)))

1=3

1 1
- ip(En—l) + ZP(En—Q)

n—3
+P (((Yn—27Yn—17Yn) = (07 L, 1)) N (m ((}/;—27}/;—17)/1') i2 (17 1, 1))))

1=3

1 1 1
- §P(En—1) + ZP(En—Q) + éP(En—Z’»)

Et on vérifie que la relation est vérifiée dans les cas ot n = 2.
Cela suffit pour déterminer I’espérance de X :
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+oo
BE(X :ZPX>n ZP

=0
Avec la relatlon de recurrence :
1

ZP(En)zingzP )+ = ZP En2)+ < ZP
1 1 1 1 11
5 ZP *P(Ez) Z(P(Ez) + P(E1)) + g(P(Ez) + P(E1) + P(Ey)) = 3

+oo
Donc »  P(E,) =1let E(X) =14

n=3
Passons au motif Face,Face,Pile

print(estimation_esperance([1,1,0],10%%5))
7.99488

e Premiére méthode
n

On s’intéresse a I’événement E,, = (X >n) = ﬂ ((Yi_a,Yi_1,Y;) # (1,1,0)).
i=3
P(Ey) = P(E1) = P(Es) = 1. :
P(E3):1_P(Y1:1,}/2:1,Y3:O):§
4
P(E,) = P((W1,Y2,Y3,Yy) #(1,1,0,1),(1,1,0,0),(0,1,1,0),(1,1,1,0)) =1 — == %
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Par la formule des probabilités totales, pour n > 5 :

P(En) = P(Enm(ynzo))+P(Enﬂ(Yn—1

- P((Ynzom(ﬁ(m_g,n_l Y) # (1,1,0) ))
=3
L o)) )

+P ((Yn =1) N[ ((Yie2,Yic1,Y5) # (1,
=3
n—1

- P((Ynzom((Yn_g,Yn_l,Yn)7& 1,1,0) m(ﬂ (Yie 2,1@_1,5/;)7&(1,1,0))))
=3

+P ((Yn = 1) N ((Yn_27Yn_17Y 1 1, O

/\

"ﬁ (Yi2,Yi1,Y5) #(17170))>>

— P((Yn—om((m_?,n_l)#(l 1))n (m ((Yioo, Vi1, Yi) # (1,1 o>>>>

=3
n—1
=3

n—1
= P(Yn = O)P <((Yn27Yn1) 7& (17 1)) N (m ((Yvif%yv-lfl?}/i) 7& (17 170))>>

=3

n—1
+P(Y, =1)P (ﬂ ((Yie,Yi1, Vi) # (1, 1,0))>

i=3
= %P <(Yn1 =0)N (Y2, Yno1) # (1,1)) N (n@: ((Yiea,Yi1,Y5) # (1, 1,0))>>
%p <(yn_1 = 1) N ((Yne2,Yno1) # (1,1)) N (n(j; ((Yie2, Yio1, V) # (1, 170))>>
+%P(En_1)
— %P ((Yn1 =0)N C@; ((Yie2,Yio1,Ys) # (1, 1,0))>>
i ((Yn_l ) (Va2 = 0) (1 (Vas, Voo, Ya1) # (1, 1,0)) 1 (r_l (Yo Y1, ¥3) # (1
45 P(En 1)

n—1
= %P ((Ynl = O) N (m ((Yvif%yéfla}/i) 7é (1’ LO))))

n—2

+%P <(YTL—1 = 1) N (YTL—Q = 0) N (ﬂ ((}/’i—27y72—17}/i) 7é (17 170))>>
=3

+%P(En_1)

1 1 1
= §P ((Yn—l = 0) M En_1) + ZP ((Yn_g = 0) M En_Q) + §P(En_1)

ol on a démontré au passage :
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1 1
P(Y,=0)NE,) = §P (Yoo1=0)NE,—1)+ ZP (Yoo =0)N E,_2)
Et on vérifie que la relation est vérifiée dans les cas ot n = 3 ou 4.
En sommant, on obtient :

<_‘>ZP 0) N Ea) = 5P (Y2 = 0) 1 Ba)+ (P (Y2 = 0) 1 ) + P (Vi = 0) 11 1))
(iu+ec)1<)100re ) ) 1 1 3

—ZP Y, =0)NE,) = 4+2<2+2>:4

Donc

S P((Ya=0)NE,) =3
=3

Toujours en sommant :

1+°° 1 1
ZP ZP 0)NE,) + = le =0)NE,)+ = Zzp
n= n

On en déduit :

fZP 3+1+3+1+1+1—§
4 4 8 8 2 2

Donc Z P(E,) =5 puis E(X) = 8.

Exercice 11 (X 2018)

On considére n couples formant un ensemble de 2n personnes. On suppose que r € [1;2n — 1]
personnes décedent. Déterminer le nombre moyen de couples restants.

Correction
Pour k € [1;n], on note X}, la variable aléatoire qui vaut 1 si les deux membres de couple numéro
k restent en vie et 0 sinon.

n
Le nombre de couples restants est N = Z Xp.

k=1
On cherche E(N).

2n —2

n

Par linéarité de ’espérance, E (N Z (X)) =nE(X))=nP(X1=1)= n27
- n

Pour r = 2n — 1, on trouve naturellement 0 et pour r < 2n — 2 :

E(N) = n 2n—2)!  7r!i(2n—r)! _ 2n—r)2n—7r—1)

rl(2n—2—r)!  (2n)! 2(2n — 1)

Remarque

Pour r =1, N=n—1et E(N) =n — 1. La formule précédente donne bien cette valeur.

Exercice 12 (Mines 2019)

Soit A une variable aléatoire qui suit la loi de Poisson de parameétre A.
Soit B une variable aléatoire qui suit la loi uniforme sur {1;2}.

On suppose que A et B sont indépendantes.

Soit C' = AB.
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1. Donner la loi de C, son espérance et sa variance.

2. Quelle est la probabilité que C' soit paire?

Correction
1. C(2) =N.

Vk e N P(C =2k + 1)

Vk € N P(C = 2k)

Par indépendance :
E(C) = E(A)E(B)

De méme :

D’ou :

P(C pair)

P(AB=2k+1)Nn(B=1))+P(AB=2k+1)N(B=2))

formule des probabilités totales avec le systeme complet d’événements
(B=1),(B=2))

P(A=2k+1)Nn(B=1))+ P(0)

P(A =2k+1)P(B = 1) par indépendance

)\2k+l B

202k + 1)1 €
P((AB =2k)N (B =1)) + P((AB = 2k) N (B = 2))
P((A=2k)n(B=1))+P(A=k)n(B=2)
P(A=2k)P(B=1)+ P(A=k)P(B = 2) par indépendance
1 Y Ak )\2k
2¢ \ = T R

E(A?)E(B?) = (V(4) + E(4)?) x (; + 3)

PA\A+1)

= E(C?) - E(C)?= g)\()\ +1) — Zv

A+ 10)

B 4

B +o00 B B 400 1 e*>\ Lk >\2k

N ,Z%P(C— 2k) = ,;02 <k! (2k:)!>

% (1 + e *cosh )\)
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