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Exercice 1

On jette un dé 10 fois.
Quelle est la probabilité que la somme des nombres obtenus soit 27 ?

Correction
On note Xi le résultat du iième lancer.
Xi ↪→ U ([[1; 6]]).
Les Xi sont mutuellement indépendantes.
On note S = X1 + · · ·+X10.
On cherche P (S = 27).
C’est le coefficient de t27 dans GS(t).
Le rayon de convergence est infini et :
GS(t) = GX1+···+X10(t) = GX1(t) . . . GX10(t) = GX1(t)10

GX1(t) =
6∑

k=1

1
6 t

k = t

6

5∑
k=0

tk = t

6
1− t6

1− t si t 6= 1

Donc, pour tout t ∈]− 1; 1[ :
GS(t) = 1

610 t
10 (1− t6)10 (1− t)−10

On cherche le coefficient de t17 dans (1− t6)10 (1− t)−10

(1− t6)10 =
+∞∑
k=0

αk t
k (R = +∞)

(1− t)−10 =
+∞∑
k=0

βk t
k (R = 1)

Le coefficient de t17 est :

1



TD Probabilités 2025-2026 Chapitre 5, Correction

17∑
k=0

αk β17−k = α0β17 + α6β11 + α12β5 car αk est nul si k n’est pas un multiple de 6.

βk = (−10)× (−11)× · · · × (−10− k + 1)
k! (−1)k

= (−1)k (9 + k) . . . 10
k! (−1)k = (k + 9)!

9! k!

=
(
k + 9

9

)

P (S = 27) =
(1

6

)10
((

26
9

)
− 10

(
20
9

)
+
(

10
2

)(
14
9

))

= 2665
104976 ' 0, 025

Exercice 2 (X 2023)

Soient n et m deux entiers supérieurs ou égaux à 2.
On considère un dé à n faces numérotées de 1 à n et un dé à m faces numérotées de 1 à m qu’on
jette simultanément.
Peut-on les piper pour que la somme des points obtenus sur les deux dés suivent une loi uni-
forme ?

Correction
Soit Z le résultat du dé à n faces et Y celui du dé à m faces.
On considère qu’on peut fixer arbitrairement la distribution de probabilité de Z et de Y :

p1, . . . , pn ∈ R+,
n∑
k=1

pk = 1, pour tout k ∈ [[1;n]], P (Z = k) = pk

q1, . . . , qm ∈ R+,
m∑
k=1

qk = 1, pour tout k ∈ [[1;m]], P (Y = k) = qk

On suppose que Z + Y suit la loi uniforme sur [[2;n+m]].
Z et Y sont indépendantes donc GZ+Y = GZGY

∀x ∈ R GZ(x) =
n∑
k=1

pkx
k

∀x ∈ R GY (x) =
m∑
k=1

qkx
k

∀x ∈ R GZ+Y (x) =
n+m∑
k=2

1
n+m− 1x

k

On a donc une égalité entre polynômes :
n+m∑
k=2

1
n+m− 1X

k =
(

n∑
k=1

pkX
k

)(
m∑
k=1

qkX
k

)
Le coefficient de Xn+m donne 1

n+m− 1 = pnqm donc pn > 0 et qm > 0

Si n est pair, n − 1 est impair et le polynôme
n∑
k=1

pkX
k−1 =

n−1∑
l=0

pl+1X
l a au moins une racine
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réelle (en utilisant le théorème des valeurs intermédiaires).

Par conséquent, le polynôme P =
n∑
k=1

pkX
k a au moins deux racines réelles (comptées avec leurs

multiplicités).

De même si m est pair, Q =
m∑
k=1

qkX
k a au moins deux racines réelles (comptées avec leurs

multiplicités).
Donc si n et m sont tous les deux pairs, le polynôme de droite a au moins 4 racines réelles
(comptées avec leurs multiplicités).

Mais à gauche,
n+m∑
k=2

1
n+m− 1X

k = X2(Xn+m−1 − 1)
(n+m− 1)(X − 1) a une seule racine réelle : 0 de multi-

plicité 2 donc on aboutit à une contradiction.
Le cas de deux dés à 6 faces est donc réglé.
Mais je ne vois pas comment traiter les autres cas par cette méthode.
On revient au cas général (on ne suppose plus rien sur la parité de n et de m).
Le coefficient de Xn+1 donne pnq1 + pn−1q2 + · · ·+ p1qn = 1

n+m− 1 avec la convention ql = 0
si l > m.
Donc pnqm = pnq1 + pn−1q2 + · · ·+ p1qn ≥ pnq1 et qm ≥ q1.
De même pn ≥ p1.
Le coefficient de X2 donne p1q1 = 1

n+m− 1
Donc p1q1 = pnqm avec 0 < p1 ≤ pn et 0 < q1 ≤ qm
Donc p1 = pn et q1 = qm.
Donc pnq1 = pnqm = pnq1 + pn−1q2 + · · ·+ p1qn
On en déduit pn−1q2 + · · ·+ p1qn = 0 puis pn−1q2 = · · · = p1qn = 0.
Si on ajoute l’hypothèse : p1, . . . , pn, q1, . . . , qm > 0 ie il n’y a aucune face presque sûrement
impossible, on a aboutit à une contradiction.
Par contre si les pi et les qj peuvent être nuls c’est possible :
X15 − 1
X − 1 = X15 − 1

X5 − 1 ×
X5 − 1
X − 1

Donc :
14∑
k=0

Xk =
(
1 +X5 +X10

)
×
(
1 +X +X2 +X3 +X4

)
Avec n = 11 et m = 5 on a n+m− 1 = 15 = 3× 5 donc :

n+m∑
k=2

1
n+m− 1X

k = 1
15

16∑
k=2

Xk = 1
15
(
X +X6 +X11

)
×
(
X +X2 +X3 +X4 +X5

)
=

(1
3X + 1

3X
6 + 1

3X
11
)
×
(1

5X + 1
5X

2 + 1
5X

3 + 1
5X

4 + 1
5X

5
)

Essayons d’obtenir tous les cas possibles.
Les facteurs irréductibles de P

X
et de Q

X
sont de la forme X + 1 ou X2 − aX + 1 (les racines

complexes non réelles de P et de Q sont de module 1).
X

( 1
X

+ 1
)

= X + 1 et X2
( 1
X2 − a

1
X

+ 1
)

= 1− aX +X2

3
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Donc Xn−1
P

( 1
X

)
1/X = P (X)

X
.

On en déduit : Xn+1P

( 1
X

)
= P (X) ie

n∑
k=1

pkX
n+1−k =

n∑
k=1

pkX
k ou encore

n∑
k=1

pn+1−kX
k =

n∑
k=1

pkX
k puis :

∀k ∈ [[1;n]] pn+1−k = pk
De même :
∀k ∈ [[1;m]] qm+1−k = qk

pn−1q2 = 0 donc pn−1 = 0 ou qm−1 = 0.
On peut supposer sans perte de généralité que pn−1 = 0.
Le coefficient de Xn+m−1 est pn−1qm + pnqm−1 = pnqm donc qm−1 = qm.
pn−2q3 = 0 donc pn−2 = 0 ou q3 = 0.
Si pn−2 = 0 alors qm−2 = qm
On aboutit donc à P = p1X + plX

l+? + pn+1−lX
n+1−l + pnX

n et Q = q1X + · · · + q1X
l−1 +

0X l+? + 0Xm+1−l + q1X
m+2−l · · ·+ qmX

m

Quand on fait le produit PQ, p1XQ contribue pour 1
n+m− 1(X2 + · · · + X l + 0X l+1+? +

0Xm+2−l + q1X
m+1−l + . . . )

La seule contribution à X l+1 vient de plX l donc pl = p1.
Comme il ne doit pas y avoir de chevauchement entre p1XQ, plX lQ et les autres on a :

Q = q1(X + · · ·+Xm) = q1X
Xm−1 − 1
X − 1

et P = p1X(1 +Xm +X2m + · · ·+Xn−1)
Il apparaît donc nécessaire que n− 1 soit un multiple de m (si m ≤ n− 1).
On retrouve l’exclusion du cas n et m pairs.
Réciproquement, si n− 1 = km :

1
n+m− 1

n+m∑
k=2

Xk = 1
n+m− 1X

2X
n+m−1 − 1
X − 1

= 1
(k + 1)mX2X

(k+1)m − 1
X − 1

= 1
(k + 1)mX2X

(k+1)m − 1
Xm − 1

Xm − 1
X − 1

=
( 1
k + 1(X +Xm+1 + · · ·+Xkm+1=n)

)
×
( 1
m

(X +X2 + · · ·+Xm)
)

La réponse est donc :
oui si et seulement si m divise n− 1 (en supposant sans perte de généralité m ≤ n)

Exercice 3 (Mines 2023)

1. Soit Y une variable aléatoire qui suit la loi binomiale de paramètres n et p.
Déterminer sa série génératrice.

2. Soient Y et Z deux variables aléatoires indépendantes à valeurs dans N telles que
U = Y + Z suive la loi binomiale de paramètres n et p.
Montrer que Y et Z suivent également des lois binomiales.
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3. Soit U une variable aléatoire qui suit la loi binomiale de paramètres n et p.
Soient l et m deux entiers tels que P (U = l) > 0, P (U = m) > 0 et m ≥ l + 3.
Soient Y =

⌊
U

2

⌋
et Z =

⌊
U + 1

2

⌋
.

(a) Montrer que Y et Z ne sont pas indépendantes.
(b) ?

Correction
1. C’est du cours.
∀t ∈ R GY (t) = (1− p+ py)n

2. U(Ω) = [[0;n]] et Y et Z sont à valeurs dans N donc Y (Ω) et Z(Ω) sont inclus dans [[0;n]].
On en déduit que GY et GZ sont polynômiales.
Y et Z sont indépendantes donc GU = GY ×GZ (l’examinatrice a demandé de démonter
cette formule, c’est du cours).
Si z est une racine complexe de GY alors z est racine de GU donc z = p− 1

p
.

D’après le théorème de d’Alembert-Gauss, il existe k ∈ N et a ∈ C∗ tels que :

∀t ∈ R GY (t) = a

(
t− p− 1

p

)k
Mais GY (1) = 1 donc a = 1(

1− p− 1
p

)k = pk

On en déduit :
∀t ∈ R GY (t) = (pt+ 1− p)k
Donc Y suit la loi binomiale de paramètres k et p (si k = 0 alors Y est presque sûrement
constante égale à 0).
Y et Z jouant des rôles symétriques, Z suit la loi binomiale de paramètres l et p.
E(U) = E(Y ) + E(Z) donne np = kp+ lp donc l = n− k.

3. (a) Supposons Y et Z indépendantes.
Y + Z = U

2 + U

2 = U si U est pair.

Y + Z = U − 1
2 + U + 1

2 = U si U est impair.
Donc Y ∼ B(k, p) et Z ∼ B(n− k, p) avec k ∈ [[1;n]].
Or Y ≤ Z donc P ((Y = 1) ∩ (Z = 0)) = 0.
Donc P (Y = 1)P (Z = 0) = 0.
Mais P (Z = 0) = (1− p)n−k > 0 (on suppose p ∈]0; 1[) donc P (Y = 1) = 0.
Donc k = 0 et Y = 0 ps.
Donc U ∈ {0; 1} ps.
Donc n = 1.
Réciproquement si n = 1, U suit en fait une loi de Bernoulli de paramètre p.
Y = 0 ps et Z = U .
Z et Y sont bien indépendantes dans ce cas :

∀(y, z) ∈ Y (Ω)× Z(Ω) = {0} × {0; 1} P (Y = y, Z = z) = P (Z = z)
= P (Y = y)P (Z = z)

(b)

Exercice 4 (D’après Centrale 2017 Maths 2)
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Soit (Xn)n∈N∗ une suite de variables aléatoires indépendantes et de même loi :
(i) X1(Ω) = {−1; 1}
(ii) P (X1 = 1) = p

(iii) P (X1 = −1) = 1− p noté q

Pour tout n ∈ N∗, soit Yn =
n∑
k=1

Xk.

1. Quelle est la loi de Yn + n

2 ?

2. Pour n ∈ N∗ et t ∈ R, on pose gn(t) = E
(

e−tYn

)
.

Montrer que gn(t) =
(
p e−t + q et

)n.
3. En utilisant l’inégalité de Markov, montrer :
∀(n, t) ∈ N∗ × R+ P (Yn ≤ 0) ≤ gn(t)

4. On suppose p > 1
2.

Montrer que P (Yn ≤ 0) −−−−−→
n→+∞

0.

5. On suppose p < 1
2.

Montrer que P (Yn ≤ 0) −−−−−→
n→+∞

1.

Correction

1. Yn + n

2 =
n∑
k=1

1 +Xk

2

Les variables aléatoires 1 +Xk

2 sont indépendantes et suivent B(p).

Bn = Yn + n

2 ↪→ B(n, p).
On peut en déduire la loi de Yn = 2Bn − n :
• Yn(Ω) = {2k − n, k ∈ [[0;n]]}.

• ∀k ∈ [[0;n]] P (Yn = 2k − n) = P

(
Yn + n

2 = k

)
=
(
n

k

)
pk(1− p)n−k

2. Plusieurs méthodes sont possibles :
• Par le théorème de transfert :

E
(

e−tYn

)
=

n∑
k=0

e−t(2k−n)P (Yn = 2k − n) =
n∑
k=0

e−t(2k−n)
(
n

k

)
pk(1− p)n−k

=
n∑
k=0

ent e−2kt
(
n

k

)
pk(1− p)n−k

= ent
n∑
k=0

(
n

k

)(
p e−2t

)k
qn−k = ent

(
p e−2t + q

)n
=

(
p e−t + q et

)n
• En utilisant la série génératrice d’une variable aléatoire qui suit une loi binomiale :
La série génératrice d’une loi de Bernoulli de paramètre p est q + pt.

6
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La série génératrice d’une loi binomiale de paramètres n et p est (q + pt)n.

gn(t) = E
(

e−tYn

)
= E

(
e−t(2Bn−n)

)
= entE

((
e−2t

)Bn
)

= entGBn

(
e−2t

)
= ent

(
q + p e−2t

)n
=

(
p e−t + q et

)n
• En utilisant les propriétés de l’espérance :

E
(

e−tYn

)
= E

 e
−t

n∑
i=1

Xi

 = E

(
n∏
i=1

e−tXi

)

=
n∏
i=1

E
(

e−tXi

)
par indépendance

=
n∏
i=1

(
e−tP (Xi = 1) + etP (Xi = −1)

)
=

n∏
i=1

(
p e−t + q et

)
=

(
p e−t + q et

)n
On peut aussi s’en sortir avec e−tYn =

n∏
k=1

e−tXk et l’indépendance.

3. L’inégalité est triviale pour t = 0 : P (Yn ≤ 0) ≤ 1.
Pour t > 0 :

P (Yn ≤ 0) = P (tYn ≤ 0) car t > 0
= P

(
e−tYn ≥ 1

)
≤

E
(

e−tYn

)
1 par Markov

≤ gn(t)

On peut aussi, sur le modèle de la démonstration de l’inégalité de Markov, commencer
par prouver que pour t > 0, e−tYn ≥ 1Yn≤0. On conclut ensuite avec la croissance de
l’espérance.

4. Comme gn = gn1 , on étudie les variations de g1.

∀t ∈ R g1(t) = p e−t + q et

g′(t) = −p e−t + q et = q e−t
(

e2t − p

q

)

Soit tm = 1
2 ln

(
p

q

)
> 0 car p > 1

2.

∀t < tm g′1(t) < 0 : g1 décroît strictement sur ]−∞; tm]
∀t > tm g′1(t) > 0 : g1 croît strictement sur [tm; +∞[.
On en déduit que g1 est minimale en tm.

7
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Le minimum de g1 est alors :
g1(tm) = p

√
q

p
+ q

√
p

q
= 2√pq = 2

√
p(1− p)

On en déduit en étudiant les variations de p 7→ p(1− p) :
A = min

t∈R+
g1(t) < 1.

On conclut facilement :
P (Yn ≤ 0) ≤ An
Remarque
On peut traiter cette question en utilisant la loi faible des grands nombres :

(Yn ≤ 0) =
(
Yn
n
≤ 0

)
=

(
Yn
n
≤ p− q − ε

)
avec ε = p− q > 0

=
(
Yn
n
− E(X1) ≤ −ε

)
⊂

(∣∣∣∣Ynn − E(X1)
∣∣∣∣ ≥ ε)

5. On pose X ′n = −Xn.
(X ′n)n∈N∗ une suite de variables aléatoires indépendantes et de même loi :
(i) X ′1(Ω) = {−1; 1}
(ii) P (X ′1 = 1) = q

(iii) P (X ′1 = −1) = p

q >
1
2 donc d’après ce qui précède :

P

(
n∑
k=1

X ′k ≤ 0
)
−−−−−→
n→+∞

0

On en déduit : P
(

n∑
k=1

X ′k < 0
)
−−−−−→
n→+∞

0

Mais P
(

n∑
k=1

X ′k < 0
)

= P

(
n∑
k=1

Xk > 0
)

= 1− P (Yn ≤ 0) donc :

P (Yn ≤ 0) −−−−−→
n→+∞

1.

Exercice 5 (D’après Centrale Maths 2 2017)

Soit (Uk)k∈N∗ une suite de variables aléatoires mutuellement indépendantes suivant toutes la loi
de Bernoulli de paramètre 1

2.

Pour n ≥ 1, on pose Yn =
n∑
k=1

Uk
2k , Zn = 2nYn et FYn(x) = P (Yn ≤ x) (x ∈ R).

1. Montrer que P (Yn ∈ [0; 1]) = 1.
2. Donner E(Yn) et lim

n→+∞
E(Yn).

3. Soit x ∈ R.
Etudier la monotonie de la suite (FYn(x))n∈N.
En déduire que la suite de fonctions (FYn)n∈N converge simplement sur R.

8
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4. Montrer que : GZn(t) = 1
2n

n∏
k=1

(
1 + t2

n−k
)

5. En déduire que Zn suit une loi uniforme.
6. Déterminer la limite simple de la suite de fonctions (FYn)n∈N.

Correction

1. 0 ≤ Yn ≤
n∑
k=1

1
2k ≤

+∞∑
k=1

1
2k = 1

(Yn ∈ [0; 1]) est l’évènement certain donc P (Yn ∈ [0; 1]) = 1.

2. E(Yn) =
n∑
k=1

E(Uk)
2k =

n∑
k=1

1
2k+1 = 1

4

n−1∑
k=0

1
2k = 1

4

1− 1
2n

1− 1
2

= 1
2

(
1− 1

2n
)

lim
n→+∞

E(Yn) = 1
2

3. Yn ≤ Yn+1 donc (Yn+1 ≤ x) ⊂ (Yn ≤ x) et P (Yn+1 ≤ x) ≤ P (Yn ≤ x).
La suite (FYn(x))n∈N est décroissante et minorée (par 0) donc elle converge.
On en déduit que la suite de fonctions (FYn)n∈N converge simplement sur R.
On note F sa limite.
Remarques
• ∀x < 0 FYn(x) = 0 donc F (x) = 0
• ∀x ≥ 1 FYn(x) = 1 donc F (x) = 1
• Par continuité décroissante :

∀x ∈ R F (x) = lim
n→+∞

P (Yn ≤ x) = P

(+∞⋂
n=1

(Yn ≤ x)
)

= P

(+∞∑
k=1

Uk
2k ≤ x

)

4. Zn = 2nYn =
n∑
k=1

2n−kUk prend ses valeurs dans [[0; 2n − 1]] donc GZn est définie sur R.

Les variables aléatoires 2n−kUk étant indépendantes (et à valeurs dans N) :

GZn(t) =
n∏
k=1

G2n−kUk
(t) =

n∏
k=1

(1
2 + 1

2 t
2n−k

)
= 1

2n
n∏
k=1

(
1 + t2

n−k
)

= 1
2n

n−1∏
l=0

(
1 + t2

l
)

5. Il s’agit de montrer que Zn suit la loi uniforme sur [[0; 2n−1]], ou ce qui revient au même :

∀t ∈ R GZn(t) = 1
2n

2n−1∑
k=0

tk

On raisonne par récurrence sur n.
C’est trivial pour n = 1.

9
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On suppose que c’est vrai au rang n.

GZn+1(t) = 1
2n+1

n∏
l=0

(
1 + t2

l
)

= GZn(t)× 1
2
(
1 + t2

n
)

= 1
2n+1

(
1 + t2

n
) 2n−1∑
k=0

tk = 1
2n+1

(2n−1∑
k=0

tk +
2n−1∑
k=0

t2
n+k

)

= 1
2n+1

2n−1∑
k=0

tk +
2n+1−1∑
k=2n

tk


= 1

2n+1

2n+1−1∑
k=0

tk

et la propriété est vraie au rang n+ 1.

Remarque
Le recours aux séries génératrices n’est pas utile mais fournit aux examinateurs l’occasion
d’interroger sur ce sujet.
On peut utiliser la décomposition en base 2 et son unicité.
Soit x un entier compris entre 0 et 2n − 1.

x s’écrit de manière unique x =
n−1∑
k=0

ck2k avec ck = 0 ou 1.

(Zn = x) =
(

n∑
k=1

2n−kUk = x

)
=
(
n−1∑
l=0

2lUn−l =
n−1∑
k=0

ck2k
)

=
n−1⋂
k=0

(Un−k = ck) de proba-

bilité 1
2n par indépendance.

6. Soit x ∈]0; 1[.

FYn(x) = P (Yn ≤ x) = P (Zn ≤ 2nx) =
b2nxc∑
l=0

P (Zn = l)

= b2nxc+ 1
2n ∼ 2nx

2n = x

Le même calcul donne FYn(0) = b2
n0c+ 1

2n = 1
2n −−−−−→n→+∞

0 = x (l’équivalent du numéra-
teur diffère car 2nx ne tend pas vers l’infini).

Exercice 6 (X 2019)

On lance n dés à six faces (non pipés).
Quelle est la probabilité que la somme des dés soit un multiple de 5 ?

Correction
Soit Xi le résultat du ième dé.
Les Xi sont mutuellement indépendantes et suivent la loi uniforme sur [[1; 6]].
GXi(1) = 1 et :

∀t 6= 1 GXi(t) =
6∑

k=1

1
6 t
k = t

6

5∑
l=0

tl = t

6
1− t6

1− t

10
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La somme est dés est Sn =
n∑
i=1

Xi.

∀z ∈ C GSn(z) = (GX1(z))n.
On cherche :

P (5 divise Sn) =
+∞∑
k=0

P (Sn = 5k).

Soit ω = e2iπ/5.

∀N ∈ N
4∑

k=0

(
ωk
)N

=
4∑

k=0
ωkN =

4∑
k=0

(
ωN
)k

= 5 si N est un multiple de 5

= 1− ω5N

1− ωN = 0 sinon

On en déduit :
4∑

k=0
GSn(ωk) = 5P (5 divise Sn)

Mais :
4∑

k=0
GSn(ωk) = 1 +

4∑
k=1

(
ωk

6
1− ω6k

1− ωk

)n

= 1 +
4∑

k=1

(
ωk

6
1− ωk

1− ωk

)n
car ω5k = 1

= 1 + 1
6n

4∑
k=1

ωnk

Dans un premier temps, on suppose que n n’est pas un multiple de 5.

4∑
k=0

GSn(ωk) = 1 + 1
6nω

n 1− ω4n

1− ωn

= 1 + 1
6n
ωn − ω5n

1− ωn = 1 + 1
6n
ωn − 1
1− ωn

= 1− 1
6n

Par contre, si n est un multiple de 5 :

4∑
k=0

GSn(ωk) = 1 + 1
6n × 4

La probabilité cherchée est donc 1
5

(
1− 1

6n
)
si n n’est pas un multiple de 5 et 1

5

(
1 + 4

6n
)
si n

est un multiple de 5.
La probabilité cherchée converge donc rapidement vers 1

5, ce qui est assez naturel.

Exercice 7 (Centrale 2022, maths 1)

11
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Le temps est compté en secondes.
Une bactérie se trouve à t = 0 dans une enceinte fermée.
A t = 1, on effectue un tir de laser et on recommence toutes les secondes.
La bactérie a une probabilité p ∈]0; 1[ d’être touchée.
La bactérie meurt si elle est touchée r fois (r ∈ N∗).
Soit X la variable aléatoire qui donne la durée de vie de la bactérie.

1. Trouver la loi de X.
2. Prouver que X a une espérance et la calculer.

Correction
1. X(Ω) = [[r; +∞]].

On note Yi = 1 si la bactérie est touchée à l’instant i, 0 sinon.
(Yi)i∈N∗ est une suite de variables aléatoires indépendantes qui suivent toutes la loi de
Bernoulli de paramètre p.

∀n ∈ [[r; +∞[[ P (X = n) = P

 ⋃
I⊂[[1;n−1]]

Card(I)=r−1

 ⋂
i∈I∪{n}

Yi = 1

⋂ ⋂
i∈[[1;n−1]]\U

Yi = 0




=
∑

I⊂[[1;n−1]]
Card(I)=r−1

P

 ⋂
i∈I∪{n}

Yi = 1

⋂ ⋂
i∈[[1;n−1]]\U

Yi = 0


par incompatibilité

=
∑

I⊂[[1;n−1]]
Card(I)=r−1

 ∏
i∈I∪{n}

P (Yi = 1)

×
 ∏
i∈[[1;n−1]]\U

P (Yi = 0)


par indépendance

=
∑

I⊂[[1;n−1]]
Card(I)=r−1

pr(1− p)n−r

=
(
n− 1
r − 1

)
pr(1− p)n−r = (n− 1)!

(n− r)!(r − 1)!p
r(1− p)n−r

P (X = +∞) = 1−
+∞∑
n=r

P (X = r) mais le calcul de la somme n’est pas facile.

12
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Si on n’intuite pas ce qui se passe, on peut procéder ainsi.

∀n ∈ [[r; +∞[[ P (X ≥ n) = P

 ⋃
I⊂[[1;n−1]]

Card(I)<=r−1

 ⋂
i∈I∪{n}

Yi = 1

⋂ ⋂
i∈[[1;n−1]]\U

Yi = 0




=
r−1∑
k=0

(
n− 1
k

)
pk(1− p)n−1−k

=
r−1∑
k=0

(n− 1)!
(n− 1− k)!k!p

k(1− p)n−1−k

=
r−1∑
k=0

(n− 1)(n− 2) . . . (n− k)
k! pk(1− p)n−1−k

1− p ∈]0; 1[ donc par croissance comparée :

∀k ∈ [[0; r − 1]] (n− 1)(n− 2) . . . (n− k)
k! pk(1− p)n−1−k −−−−−→

n→+∞
0.

r étant fixe,
r−1∑
k=0

(n− 1)(n− 2) . . . (n− k)
k! pk(1− p)n−1−k −−−−−→

n→+∞
0.

Par continuité décroissante, P (X = +∞) = 0.
2. X étant à valeurs entières positives, montrer que X a une espérance revient à montrer

que la série à termes strictement positifs
∑
n≥r

nP (X = n) converge.

∀n ≥ r (n+ 1)P (X = n+ 1)
nP (X = n) = n+ 1

n

n!(n− r)!(r − 1)!
(n− 1)!(n+ 1− r)!(r − 1)!(1− p)

= n+ 1
n+ 1− r (1− p) −−−−−→

n→+∞
1− p < 1

D’après la règle de d’Alembert,
∑
n≥r

nP (X = n) converge.

Pour le calcul de l’espérance de X, il me semble qu’on ne peut pas faire l’économie d’un
argument de culture ou d’intuition : le temps d’attente du r-ième succès est la somme de
r variables aléatoires indépendantes qui suivent la loi géométrique de paramètre p.
Soient Z1, . . . , Zr variables aléatoires indépendantes qui suivent la loi géométrique de pa-
ramètre p et Sr leur somme.

13
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On pose q = 1− p.

∀x ∈
]
−1
q

; 1
q

[
GSr (x) = (GX1(x))r par indépendance

=
(

px

1− qx

)r
= prxr (1− qx)−r

= prxr
+∞∑
n=0

(−r)(−r − 1) . . . (−r − n+ 1)
n! (−1)nqnxn

= prxr
+∞∑
n=0

r(r + 1) . . . (r + n− 1)
n! qnxn

= prxr
+∞∑
n=0

(r + n− 1)!
(r − 1)!n! q

nxn = prxr
+∞∑
n=0

(
r + n− 1

n

)
qnxn

=
+∞∑
n=0

(
r + n− 1
r − 1

)
prqnxr+n

=
+∞∑
n=r

(
n− 1
r − 1

)
pr(1− p)n−rxn

=
+∞∑
n=r

P (X = n)xn = GX(x)

X et Sr ont la même série génératrice donc la même loi.
En en déduit :
E(X) = E(Sr) = E

(
r∑

k=1
Zk

)
=

r∑
k=1

E(Zk) = rE(Z1) = r

p
.

Exercice 8 (D’après Centrale 2015 maths 2)

Soit (Ω,A, P ) un espace probabilisé et (Un)n≥1 une suite de variables aléatoires mutuellement
indépendantes et de même loi uniforme sur [[1;N ]]. Pour n entier non nul, on note

Sn =
n∑
i=1

Ui et Vn = Sn − nm
σ
√
n

avec m = E(U1) et σ =
√
V (U1)

Soit X une variable aléatoire avec X(Ω) fini. On pose :

∀t ∈ RMX(t) = E
(

etX
)

1. Préciser E(U1), V (U1) et une expression de la fonction génératrice GU1 .
2. Exprimer la fonction génératrice GSn en fonction de GU1 .
3. Montrer :
∀t ∈ RMVn(t) −−−−−→

n→+∞
et2/2

Correction

1. E(U1) = 1
N

N∑
k=1

k = N + 1
2

E(U2
1 ) = 1

N

N∑
k=1

k2 = (N + 1)(2N + 1)
6

14
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V (U1) = N2 − 1
12

∀t ∈ R \ {1} GU1(t) = t

N

1− tN

1− t
2. D’après le cours : GSn = (GU1)n

3. On fixe N ∈ N et t ∈ R.

MVn(t) = E
(

etVn

)
= E

(
et(Sn−nm)/(σ

√
n)
)

= E
(

etSn/(σ
√
n) e−tnm/(σ

√
n)
)

= e−tm
√
n/σGSn

(
et/(σ

√
n)
)

Si t = 0 alors MVn(0) = 1 −−−−−→
n→+∞

1.

Dans la suite t 6= 0 et par conséquent et/(σ
√
n) 6= 1.

Pour x 6= 1 :

GU1(x) = 1
N

N∑
k=1

xk = x

N

1− xN

1− x

GSn(x) = xn

Nn

(
1− xN

1− x

)n
On a donc :

MVn(t) = e−tm
√
n/σ et

√
n/σ

Nn

(
1− etN/(σ

√
n)

1− et/(σ
√
n)

)n
= et(1−m)

√
n/σ

Nn

(
1− etN/(σ

√
n)

1− et/(σ
√
n)

)n
1−m = 1− N + 1

2 = 1−N
2

Attention à 1− etN/(σ
√
n)

1− et/(σ
√
n) : c’est de la forme 0

0.

1− etN/(σ
√
n)

1− et/(σ
√
n) = etN/(σ

√
n) − 1

et/(σ
√
n) − 1

= Nt/(σ
√
n) +N2t2/(2σ2n) +N3t3/(6σ3n3/2) + o(1/n3/2)

t/(σ
√
n) + t2/(2σ2n) + t3/(6σ3n3/2) + o(1/n3/2)

= N
t/(σ
√
n) +Nt2/(2σ2n) +N2t3/(6σ3n3/2) + o(1/n3/2)

t/(σ
√
n) + t2/(2σ2n) + t3/(6σ3n3/2) + o(1/n3/2)

= N
1 +Nt/(2σ

√
n) +N2t2/(6σ2n) + o(1/n)

1 + t/(2σ
√
n) + t2/(6σ2n) + o(1/n)

= N

(
1 + Nt

2σ
√
n

+ N2t2

6σ2n
+ o

( 1
n

))(
1− t

2σ
√
n

+ t2

12σ2n
+ o

( 1
n

))

= N

(
1 + (N − 1)t

2σ
√
n

+ t2(2N2 − 3N − 1)
12σ2n

+ o

( 1
n

))
On a donc :

ln (MVn(t)) = t(1−m)
√
n

σ
− n ln (N) + n ln (N) + n ln

(
1 + (N − 1)t

2σ
√
n

+ t2(2N2 − 3N + 1)
12σ2n

+ o

( 1
n

))

= t(1−m)
√
n

σ
+ t(N − 1)

√
n

2σ + t2(2N2 − 3N + 1)
12σ2 − (N − 1)2t2

8σ2 + o(1)

Comme 1−m = 1−N
2 , les termes en

√
n s’éliminent.

De plus :
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2N2 − 3N + 1
12 − (N − 1)2

8 = 1
24
(
4N2 − 6N + 2− 3N2 + 6N − 3

)
= N2 − 1

24
On a vu plus haut V (U1) = N2 − 1

12 .
On en déduit :
∀t ∈ RMVn(t) −−−−−→

n→+∞
et2/2
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