PROBABILITES
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Chapitre 5
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Exercice 1

On jette un dé 10 fois.
Quelle est la probabilité que la somme des nombres obtenus soit 27 7

Correction

On note X; le résultat du i®™ lancer.

X; = U([1;6]).

Les X; sont mutuellement indépendantes.

On note S = X7 +--- + Xqp.

On cherche P(S = 27).

C’est le coefficient de 27 dans Gg(t).

Le rayon de convergence est infini et :

GS(t) = GXH- +X10( ) GXl( ) GXlO(t) = GX1 (t)lo

6
t1—18
k k :
=3 - - 1

Gx, (t) I;Gt Z =611 sit#
Donc, pour tout ¢ e] - 1 1[

1 _
Gs(t) = g 1 (11910 (1 — )70
On cherche le coeﬂicient de t'7 dans (1 —t%)10 (1 —¢)~10
(1 —5)10 Zaktk R = +00)

k; O

(1—t)" Zﬁkt’“

Le coefﬁment de 17 est :
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17
Z ag Brr—k = P17 + agfb11 + a1285 car ay est nul si k£ n’est pas un multiple de 6.
k=0

B = (—10) x (—11) x k' X (=10 —-k+1) (—1)*
(9+Fk)...10 (k+9)!

k _
k! (=1)" = 9! k!

)
oo - (((2)n(2)+ (5 )

2665

= ~ 2
104976 0,025

Exercice 2 (X 2023)

Soient n et m deux entiers supérieurs ou égaux a 2.

On considere un dé a n faces numérotées de 1 a n et un dé a m faces numérotées de 1 & m qu’on
jette simultanément.

Peut-on les piper pour que la somme des points obtenus sur les deux dés suivent une loi uni-
forme ?

Correction

Soit Z le résultat du dé a n faces et Y celui du dé a m faces.

On considere qu’on peut fixer arbitrairement la distribution de probabilité de Z et de Y :
n

D1y Pn € Ry, Zpk =1, pour tout k € [I;n], P(Z =k) = pi
k=1

m

Q- Gm €RL, D qe =1, pour tout k € [L;m], P(Y =k) = qi
k=1

On suppose que Z + Y suit la loi uniforme sur [2;n + m].

Z et Y sont indépendantes donc Gz1y = GzGy
n

Vr e R Gz(x) = Zpka:k
k=1

Ve e R Gy(z) = Z qrat
k=1

_n+m 1 L
VreRG = _—
On a donc une égalité entre polynomes :
P | S X
i tm =l k=1 k=1
Le coefficient de X" donne ————— = p,,q,, donc p, > 0 et g, > 0

n+m-—1

n n—1
Si n est pair, n — 1 est impair et le polynéme Zkak_l = Z pl+1Xl a au moins une racine
k=1 =0
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réelle (en utilisant le théoréme des valeurs intermédiaires).

n
Par conséquent, le polynéme P = Z pe X" a au moins deux racines réelles (comptées avec leurs

k=1
multiplicités).
m
De méme si m est pair, Q = Z ¢ X" a au moins deux racines réelles (comptées avec leurs
k=1
multiplicités).

Donc si n et m sont tous les deux pairs, le polynéme de droite a au moins 4 racines réelles
(comptées avec leurs multiplicités).

s 1 X2(xntm-l )
Mais a gauche, Z Xk = a une seule racine réelle : 0 de multi-
o ntm—1 (n+m-—1)(X—-1)

plicité 2 donc on aboutit a une contradiction.

Le cas de deux dés a 6 faces est donc réglé.

Mais je ne vois pas comment traiter les autres cas par cette méthode.

On revient au cas général (on ne suppose plus rien sur la parité de n et de m).

Le coefficient de X"*! donne Pnq1 +DPn-192 + - +DP1qn = avec la convention ¢; =0

n+m-—1
sil>m.
Donc pngm = pnq1 + pn—192 + - - +P1¢n > Pnq1 €t gm > q1.

De méme p,, > p1.
1

n+m-—1
Donc p1g1 = pngm avec 0 <p1 < pp et 0 < q1 < gm
Donc p1 = pn et g1 = gm.
Donc pngi = pngm = pndi +Pn—192 + - + P1¢n
On en déduit pp—1g2 + -+ + p1gn = 0 puis py—192 = - - - = p1gy, = 0.
Si on ajoute I'hypothese : p1,...,pn,q1,...,¢m > 0 ie il n’y a aucune face presque stirement
impossible, on a aboutit a une contradiction.
Par contre si les p; et les g; peuvent étre nuls c’est possible :
XH—-1 XB-1 X°-1
X-1 X°-1 X_1
Donc :

ixk: (14 X7+ X1) x (1+ X + X2+ X3 4 x1)
k=0

Le coefficient de X2 donne pPiLqL =

.A?/ecnzlletm:50nan+m—1:15:3><5d0nc:

n+m 16
1 oL R L 6 11 2 3 4 5
k§:2: X = 15;:2:)( = & (X+X + X )x(X+X X34+ X +X)

1 1 1 1 1 1 1 1
= (=X +-Xx6 X“) (X X%+ -XxX3 4+ -x¢ X5>
(3 T3t T3 “\5t et st Tt T

Essayons d’obtenir tous les cas possibles.
P
Les facteurs irréductibles de X et de % sont de la forme X + 1 ou X2 — aX + 1 (les racines

complexes non réelles de P et de @ sont de module 1).

1 (1 1 )
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1
P( > X
n—1 X _ P( )
Donc X 1 = .

1

On en déduit : X" P (X

n n
) = P(X) ie Zka”“*k = Zkak ou encore
k=1 k=1

n n
> a1k X" =" pp X" puis :
k=1 k=1
Vk € [1;n] ppy1—k = Dk
De méme :

Vk € [Lim] gmei—k =

Pn—192 = 0 donc pp,—1 =0 ou g,—1 = 0.

On peut supposer sans perte de généralité que p,_1 = 0.

Le coefficient de X™ ™™~ est pp_1Gm + Prdm—1 = Pndm donc gm—1 = g

Pn—2¢3 = 0 donc p,,—9 = 0 ou g3 = 0.

Si Pn—2=0 alors dm—2 = dm

On aboutit donc & P = p1 X + p X 4?2 + ppp1 0 X" 4 p X" et Q = u X + -+ X1 +
OXl+? + OXm—i-l—l + qum—‘rQ—l NS qme

Quand on fait le produit PQ, p1 X @ contribue pour

La seule contribution & X! vient de p; X! donc p; = p1.

Comme il ne doit pas y avoir de chevauchement entre p; XQ, p; X'Q et les autres on a :
xXm=t—1

Q=qaX+ - +X") =X —F——

et P=p X(14+X™ 4+ X2m ... 4 X771

Il apparait donc nécessaire que n — 1 soit un multiple de m (si m <n —1).

On retrouve I'exclusion du cas n et m pairs.

Réciproquement, sin —1 = km :

1 nir:n Xk 1 2‘X*n+m—1 -1
n+m—1k:2 n+m-—1 X -1
1 2X(k+1)m_1
(k+1)m X-1
1 p X (kHm g xm

X
(k+Dm*~  Xm—1 X-1

1 _ 1
k+1 m
La réponse est donc :
oui si et seulement si m divise n — 1 (en supposant sans perte de généralité m < n)

Exercice 3 (Mines 2023)
1. Soit Y une variable aléatoire qui suit la loi binomiale de parametres n et p.

Déterminer sa série génératrice.

2. Soient Y et Z deux variables aléatoires indépendantes a valeurs dans N telles que
U =Y + Z suive la loi binomiale de parameétres n et p.
Montrer que Y et Z suivent également des lois binomiales.
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3. Soit U une variable aléatoire qui suit la loi binomiale de parametres n et p.
Soient [ et m deux entiers tels que P(U =1) >0, P(U=m) >0et m > 1+ 3.

U U+1
Soient Y = {J et Z = {—i—J
2 2
(a) Montrer que Y et Z ne sont pas indépendantes.
(b) 7
Correction

1. C’est du cours.
VteR Gy (t) = (1 —p+py)"

2. U(Q) =[0;n] et Y et Z sont a valeurs dans N donc Y (Q2) et Z(€2) sont inclus dans [0; n].
On en déduit que Gy et Gz sont polyndémiales.
Y et Z sont indépendantes donc Gy = Gy X Gz ('examinatrice a demandé de démonter
cette formule, c’est du cours).

: . . -1
Si z est une racine complexe de Gy alors z est racine de Gy donc z = L

p
D’apres le théoreme de d’Alembert-Gauss, il existe k € N et a € C* tels que :

N
VtGRGy(t)ZCL(t—ppl)

Mais Gy(l) =1ldoncg= —— :pk

)

p
On en déduit :

Vt eR Gy (t) = (pt +1—p)F
Donc Y suit la loi binomiale de parametres k et p (si £ = 0 alors Y est presque stirement
constante égale a 0).
Y et Z jouant des roles symétriques, Z suit la loi binomiale de parametres [ et p.
E(U)=E()+ E(Z) donne np = kp+Ilp donc | =n — k.
3. (a) Supposons Y et Z indépendantes.
U U
Y+Z:§+§:UsiUestpair.

U-1 U+1
Y—i—Z:T—i—i:UsiUestimpair.

Donc Y ~ B(k,p) et Z ~ B(n — k,p) avec k € [1;n].

OrY <Zdonc P((Y=1)N(Z=0))=0.

Donc P(Y =1)P(Z =0) =0.

Mais P(Z = 0) = (1 — p)"~* > 0 (on suppose p €]0;1[) donc P(Y = 1) = 0.
Donc k=0et Y =0 ps.

Donc U € {0;1} ps.

Donc n = 1.

Réciproquement si n = 1, U suit en fait une loi de Bernoulli de parametre p.
Y=0pset Z=U.

Z et Y sont bien indépendantes dans ce cas :

V(y,2) €Y(Q) x Z(Q) = {0} x {0; 1} P(Y =y, Z =2) = P(Z=2z)

(b)
Exercice 4 (D’aprés Centrale 2017 Maths 2)
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Soit (X, )nen+ une suite de variables aléatoires indépendantes et de méme loi :
(i) X(@Q) = {11}
(i) P(X1=1)=p
(iii) P(X; =—-1)=1—p noté ¢

n
Pour tout n € N*, soit Y, = Z X.
k=1

Yy
1. Quelle est la loi de o ?

2. Pour n € N* et t € R, on pose g,(t) = FE (e_tY").
Montrer que gn(t) = (pe~t +get)".

3. En utilisant 'inégalité de Markov, montrer :
V(n,t) € N* x Ry P(Y,, <0) < gn(t)

4. On suppose p > %
Montrer que P(Y,, <0) —— 0.

n——+o0o

1
5. On suppose p < 3
Montrer que P(Y,, <0) —— 1.

n—-+00
Correction
L Y, +n :Z": 1+ X
2 o 2
Les variables aléatoires " sont indépendantes et suivent B(p).
Y,
Bn: n+n ‘—>B(n,p)

On peut en déduire la loi de Y,, = 2B, — n :
o Y, (Q) ={2k —n,k €[0;n]}.

e Vk € [0;n] P(Y, =2k —n)=P (Yn;—n = k) = <Z>pk(1 —p)nF

2. Plusieurs méthodes sont possibles :
e Par le théoreme de transfert :

E(e™™) = Y e p(y, =2k —n) = e (Z)p’“(l -p)""
k=0 k=0
Z et g2kt (Z) Pk(l - P)n_k
k=0
. _nt =~ (n o\* kot -2t "
S [ e
k=0

= (pe*t —i—qet)n

e En utilisant la série génératrice d’une variable aléatoire qui suit une loi binomiale :
La série génératrice d’une loi de Bernoulli de parameétre p est q + pt.
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La série génératrice d’une loi binomiale de parameétres n et p est (¢ + pt)".

() = E(e™)=E (e @) = e ((e—2t)Bn>
= "Gy, () = " (g+pe )
= (pe*t + qet)n
e En utilisant les propriétés de Iespérance :

E(e*tY") = F e_ti;Xi _E<ﬁ etXi>
i=1

|

s
I
—

E (e_txi) par indépendance

I

s
Il
N

(e'P(Xi=1)+ e'P(X; = 1))

I

s
Il
R

(b a0

N

pe_t —|—qet)n

n
On peut aussi s’en sortir avec e V" = H e % et lindépendance.
k=1
3. L’inégalité est triviale pour ¢t =0 : P(Y,, <0) < 1.
Pour ¢t > 0:

P(Y,<0) = P(tY,<0)cart>0

= P (e_tY” > 1)
< r (eltY") par Markov
< gu()

On peut aussi, sur le modele de la démonstration de l'inégalité de Markov, commencer
par prouver que pour t > 0, e tn > ly, <0. On conclut ensuite avec la croissance de

I’espérance.

4. Comme g, = g7, on étudie les variations de g;.

VteRgi(t) = pet+qe
gt) = —pe'+qe=qe’ <e2t - Z)
1 1
Soit t;, = = In (p) >0 carp> —.
2 q 2
Vt < tm g1(t) <0 : g1 décroit strictement sur | — 0o;t,,]

Vit >ty g1 (t) > 0 : g1 croit strictement sur [t,,; +ool.
On en déduit que g1 est minimale en t,,.
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Le minimum de g; est alors :

q p
91(tm) = p\/;Jr q\fq =2,/pq =2y/p(1 - p)
On en déduit en étudiant les variations de p — p(1 — p) :

A = mi t) < 1.
mnin g1(t)
On conclut facilement :

P(Y, <0)< A"
Remarque

On peut traiter cette question en utilisant la loi faible des grands nombres :

Yy
<0 = (<o)

n
Yy

= (gp—q—e> avece=p—q >0
n

— (- Eo) < )
n

c (}ZL—E(Xl) Ze)

5. On pose X|, = —X,,.
(X])nen+ une suite de variables aléatoires indépendantes et de méme loi :
() X1(Q)={-1;1}
(if) P(X1=1)=¢q
(iii) P(X1=-1)=p

1
q > 3 donc d’apres ce qui précede :

n
| <
P(};Xk—0> Pl
B n
On en déduit : P (Z:X,’C < O) — 0
el n—-+00
n

MaisP<ZX,;<o> :P<ZXk >0> =1- P(Y, <0) donc :
k=1

=1
P(Y, <0) — 1.

n—-+o0o

~—

Exercice 5 (D’aprés Centrale Maths 2 2017)

Soit (Ug)ken+ une suite de variables aléatoires mutuellement indépendantes suivant toutes la loi
1
de Bernoulli de parametre 5
P >1 You S Uk 20— on, et By, () = P(Y < R
our n > 1, on pose n—zz—k, n = w et Fy, () = P(Y, <z) (x € R).
k=1
1. Montrer que P(Y, € [0;1]) = 1.

2. Donner E(Y,) et lim E(Y,).
n——+oo
3. Soit x € R.

Etudier la monotonie de la suite (Fy, (z))nen-
En déduire que la suite de fonctions (Fy; )nen converge simplement sur R.
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n
4. Montrer que : Gz, (t) = (1 + t2n7k)
k=1

5. En déduire que Z, suit une loi uniforme.

on

6. Déterminer la limite simple de la suite de fonctions (Fy, )nen-

Correction
LA - |
LOSY,<) op <) =1
1 k=1

(Y, € [0; 1])_est I'évenement certain done P(Y, €[0;1]) = 1.

1
"EBUy) 1 1 1lmg 1
2. B(Ya) = > DT = k=1 <1—>
k=1 k:12 i 4kzo2 4 1—1 2 2"
| 2

3. Y, <Y,i1 donc (Yoy1 <z) C (Y, <z)et P(Yoy1 <z) <PV, <x).
La suite (Fy, (x))nen est décroissante et minorée (par 0) donc elle converge.
On en déduit que la suite de fonctions (Fy, )nen converge simplement sur R.
On note F' sa limite.
Remarques
e Vr <0 Fy, () =0donc F(z) =0
o Vr>1Fy, (r)=1donc F(x) =1
e Par continuité décroissante :

+oo +oo Uk
Ve e R F(x) = ngl—ll-loo PY,<z)=P <nol(yn < 33)) =P <k21 o < CIJ)
n
4. Z, = 2"Y,, = Z 2"k, prend ses valeurs dans [0;2™ — 1] donc Gy, est définie sur R.
k=1
Les variables aléatoires 2" *Uj, étant indépendantes (et & valeurs dans N) :

T o T (L e
Gz, (t) = kl;[ler . (1) kl;[l (2 + 2 ) on H ( )
1 n—1

- 5 11 (1—|—t2l)
=0

5. Il s’agit de montrer que Z, suit la loi uniforme sur [0; 2" — 1], ou ce qui revient au méme :
2n_1

Yt ER Gy, (1) = o, Z t

On raisonne par recurrence sur n.
C’est trivial pour n = 1.
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On suppose que c’est vrai au rang n.

GZn+1( ) = ﬁ H (1 +t21) =Gz, (t) x % (1 +t2n)

=0
1 2 — k 1 A k ~ 2" +k
T ontl (1+t )];)t ~ on+l ];)t +}§t
2n—1 i ;"+1—1 i B
- (T
k=0 k=2n
1 2 i
- on+1 Z t
k=0

et la propriété est vraie au rang n + 1.

Remarque

Le recours aux séries génératrices n’est pas utile mais fournit aux examinateurs ’occasion
d’interroger sur ce sujet.

On peut utiliser la décomposition en base 2 et son unicité.

Soit x un entier compris entre 0 et 2 — 1.

n—1
x s’écrit de maniere unique x = Z 2" avec ¢, = 0 ou 1.
k=0
n n—1 n—1 n—1
(Zp =x) = (Z A :z:) = <Z oAU, = Z ck2k> = ﬂ (Up—k = cx) de proba-
k=1 1=0 k=0 k=0
bilité on bar indépendance.
6. Soit x €]0;1].
[2"a]
Fy,(z) = PYn<a)=P(Z,<2"%)= Y P(Z,=1)
=0
2"z +1 2"
. _2m0)+1 1 _ e s
Le méme calcul donne Fy, (0) = o T % noim 0 =z (I"équivalent du numéra-

teur differe car 2"z ne tend pas vers l'infini).
Exercice 6 (X 2019)

On lance n dés a six faces (non pipés).
Quelle est la probabilité que la somme des dés soit un multiple de 57

Correction

Soit X; le résultat du ieme dé.

Les X; sont mutuellement indépendantes et suivent la loi uniforme sur [1;6].
Gx,(1)=1et:

t1—1t8

t5
62 61—t

Cmr—t

6
Vt # 1 Gx,(t Z

10
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La somme est dés est S,, = Z X;.
i=1

Vz € CGg,(2) = (Gx,(2))".

On cherche :

—+o00
P(5 divise S,) = > P(S, = 5k).
k=0

Soit w = em/5,
4 N 4 4 "
VNENZ(wk) = ZwkN:Z(wN>
k=0 k=0 k=0
= b5 si N est un multiple de 5
1— w5N
= ﬁ = O sinon
O4n en déduit :
Z Gy, (W*) = 5P(5 divise S,)
k=0
Mais :
4 k 6k\ "
Wil —w
ZGSn(wk) = 1+Z< k>
k=0 i \6 1-w
4 k E\"™
W'l —w 5k
= 1+Z<61_wk‘> car w :].
k=1
4
_ k
=1

Dans un premier temps, on suppose que n n’est pas un multiple de 5.

4
ZGsn(wk) = 14+ —=w"
k=0

1 w" — W 1wt —1
6" 1—wn 6" 1 —wn
1

= 1- —
671

Par contre, si n est un multiple de 5 :

4 1
ZGMM):1+@x4
k=0

1 1 1 4
La probabilité cherchée est donc 3 (1 — 6”) si n n’est pas un multiple de 5 et 5 (1 + 6") sin

est un multiple de 5.

1
La probabilité cherchée converge donc rapidement vers R ce qui est assez naturel.

Exercice 7 (Centrale 2022, maths 1)

11
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Le temps est compté en secondes.

Une bactérie se trouve a t = 0 dans une enceinte fermée.

A t =1, on effectue un tir de laser et on recommence toutes les secondes.
La bactérie a une probabilité p €]0; 1] d’étre touchée.

La bactérie meurt si elle est touchée r fois (r € N*).

Soit X la variable aléatoire qui donne la durée de vie de la bactérie.

1. Trouver la loi de X.
2. Prouver que X a une espérance et la calculer.
Correction
1. X(Q) = [r;4o0].
On note Y; = 1 si la bactérie est touchée a 'instant 4, 0 sinon.

(Y;)ien+ est une suite de variables aléatoires indépendantes qui suivent toutes la loi de
Bernoulli de parameétre p.

Vn e [ri+oo[ P(X =n) = P U (( N Y,:l)ﬂ( N Yi:0>)

IC[1n—1] ielU{n} i€[1n—1]\U
Card(l)=r—1
IC[1;n—1] ielU{n} i€[1n—1]\U
Card(l)=r—1

par incompatibilité

— > ( 11 P(Y;:U)x( 11 P(Yi:0)>
IC[1;n—1] ielu{n} i€[1Lin—1]\U

Card(l)=r—1
par indépendance

_ Z pr(l _p)nfr

IC[1;n—1]
Card(f)=r—1
n—1\ , _ (n—1)! _
_ 1 —p) " = (1 — )"
(r—l)p (1=p) (n—r)!(r—l)!p (1=p)
+oo
P(X =400)=1-— Z P(X = r) mais le calcul de la somme n’est pas facile.
n=r

12
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Si on n’intuite pas ce qui se passe, on peut procéder ainsi.

Vn € [r;+oo[ P(X >n) = P U (( N 1@-:1)(]( N 1@:0))

IC1;n—1] ielu{n} 1€[Lin—1\U
Card(l)<=r—1

r—1 n—1
= Z( . )pk(l—p)”_l_k

k=0
3 -1 n—1—
- kgo(n(—l—]i)!k:!pk(l—p) 1-k
r—1
B SRS LR IUEL WY

k=0

1 — p €]0; 1[ donc par croissance comparée :
. (n=1(n=2)...(n—k) 4 n—1—k

r—1
) m—1)(n—-2)...(n—k) 4 ne1—Fk
r étant fixe, ,;) il p*(1—p) nHJrOO} 0.

Par continuité décroissante, P(X = +o0) = 0.

. X étant a valeurs entieres positives, montrer que X a une espérance revient a montrer
que la série a termes strictement positifs E nP(X = n) converge.

n+1)P(X=n+1)  n+1 n!(n—r)l(r—1)!
e R e S e A
- ni—;ir(l_p) n—+00 L=p<l

D’apres la regle de d’Alembert, Z nP(X = n) converge.

n>r
Pour le calcul de I'espérance de X, il me semble qu’on ne peut pas faire I’économie d’un
argument de culture ou d’intuition : le temps d’attente du r-iéme succes est la somme de
r variables aléatoires indépendantes qui suivent la loi géométrique de parametre p.
Soient Z1, ..., Z, variables aléatoires indépendantes qui suivent la loi géométrique de pa-
rametre p et S, leur somme.

13
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Onposeg=1-—p

11
Vme}—;{Gsr(fﬂ) = (Gx,(z))" par indépendance
q q
pT " T -
= = 1_
(22 ) s an
+oo
—r)(—r—1)...(—r— 1
— prxrz( T)( r )n'( r—n+ )(_l)nqnxn
n=0 )
_ prxrioT(T+1)"'ET+n_1)q”:c”
= n!
(T+n_1) T r+n—1 ’"« n
= prxrziq " =px Z x
= (r—1)h!
+oo
- r+n-—1 r on_r+n
N Z( r—1 )pqu‘
n=0
+o0
n—1\ . _

+oo
= Z P(X =n)z" = Gx(x)

X et S, ont la méme série génératrice donc la méme loi.
En en déduit :

B(X) = B(S,) = F (Z zk> =S B = rE(Z) =
k=1

k=1

Exercice 8 (D’aprés Centrale 2015 maths 2)

Soit (€2,.A, P) un espace probabilisé et (U,)n>1 une suite de variables aléatoires mutuellement
indépendantes et de méme loi uniforme sur [1; N]. Pour n entier non nul, on note

Sn=2 Uit Vo= S"U_\/%m avec m = E(U1) et o = /V(U1)

Soit X une variable aléatoire avec X (€2) fini. On pose :
Wt e R Mx(t) = B ()

1. Préciser E(Uy), V(Uy) et une expression de la fonction génératrice Gy, .
2. Exprimer la fonction génératrice G'g,, en fonction de Gy, .

3. Montrer :
Vte R My, (t) —— e

n—-+00

t2/2
Correction

N
L Z N+1

k=
i N+1)(2N+ 1)

k=

—_

Z\H 2\

[y

14
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N2 -1
12
vt € R\ {1} Gy, (1)

V(Uy) =

t 11—V
TN 1-t¢
2. D’apres le cours : Gg, = (Gy,)"
3. On fixe N e Net t € R.
Myy(t) = B (&) = B (lSnmmiovm) = g (ofSlevm o-tnmiioym)

= oGy (V)

Sit=0alors My, (0) =1 —— 1.

n—-+oo
Dans la suite ¢ # 0 et par conséquent e?/(7Vn) £ 1,
Pour x # 1 :
1 N

Gu, ($> =

=|

N
Zxkzﬁl—az
= N 1—=x

n 1—1’N n
Gsn(x)—Nn<1_$>
On a donc :

My, (1) = Ve

8

et\/ﬁ/g 1— etN/(o-\/ﬁ)>n et(l_m)\/ﬁ/g (1 —_ etN/(U\/E)>n

N™ 1 — et/(evn) Nn 1 — et/(evn)
N+1 1-N
l1-m=1- 5 =3
A 1= etNevm) do T £ 0
ttention a T oo c’est de la forme 0
1 — etN/(ovn) etN/(evn) _ 1
1= et/lovn) — et/lovm) —1
_ Nt/(oy/n) + N*2/(20%n) + N33/ (60°n®/2) + o(1/n3/?)
B t/(oy/n) +t2/(202n) + 3 /(603n3/2) + 0(1/n3/2)
_ t/(oy/n) + Nt2/(20%n) + N2t3/(65°n%/2) + o(1/n?/?)
= o) + £2/(20%0) + B3 (60%0572) + o1 /n5P2)
B N1+Nt/(2a\/ﬁ)+N2t2/(602n)+0(1/n)
N 1+t/(20/n) +t2/(60%n) + o(1/n)
= N 1+M+N2t2+o(1) ot +o<1)
B 20/n  60n n 20/n  1202n n
(N—-1)t t*(2N? -3N —1) (1)
( T evm 12020 toln
On a donc :
_ t(1-m)yn (N —1)t t*(2N? —3N +1) (1)
In (My, (t) = - —nln(N)+nln(N)+nln <1—|— S0 + T +o -
t(l—m)yn t(N—-1)y/n t*(2N?2-3N +1) (N —1)%?
= - 1
o * 20 * 1202 802 +o(l)
Comme 1 —m = 1_7, les termes en /n s’éliminent.
De plus :
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2N2-3N+1 (N-1)2 1 N2 -1
- = — (4N? = 6N +2—-3N?+6N —3) =
12 8 N224_1 24

On a vu plus haut V(U;) = .

12
On en déduit : ,
Vt € R My, (t) — et /2

n—-+o0o
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