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TD13 - VARIABLES ALEATOIRES DISCRETES

1 Notion de variable aléatoire

Exercice 1. Soit (X, )nen et NV des variables aléatoires discrétes indépendantes sur le méme espace (€2, .4, P). On
suppose N(€2) C N et les X, ont toutes la méme loi, a valeurs réelles. On définit X = max(Xp,..., Xy) par : pour
tout w € (1,
X(w) = max (Xo(w), ..., Xn(w)(w))-
1. Montrer que X est une variable aléatoire sur (2, .4) (Indication : pour tout réel z, montrer que (X < x) € A).

2. Déterminer pour tout z € R, P(X < z) en fonction de P(Xy < x) et de la loi (plutot de la fonction génératrice)
de N.

Exercice 2 (urnes de Poélya). Une urne contient au départ 1 boules noires et 1 boule blanche. On effectue une
suite de tirages qui consiste & tirer une boule de 'urne, regarder sa couleur, et la remettre dans I'urne en ajoutant
une boule de la méme couleur avant le tirage suivant. On cherche & déterminer 1’évolution de la proportion de
boules noires dans 1'urne.

On note X, le nombre de boules noires dans I'urne a 'issue du n-iéme tirage. On a en particulier Xy = 1.

1. Quelle est la loi de X; ? Démontrer que Xo suit une loi uniforme sur {1, 2, 3}.
2. Démontrer par récurrence que X, suit une loi uniforme sur [1,7n + 1].

3. On note A, I'événement « tirer une boule noire lors du n-iéme tirage » : a l'aide de la loi de X,,, déterminer
la probabilité de I’événement A,1. Quelles sont vos remarques ?

Exercice 3. Soit (Xj)ken+ une suite i.i.d. de loi donnée par
Xl(Q) = {—1,0, 1}, P(Xl = —1) =D P(Xl = 0) =4q ]P’(Xl = 1) =T
avec (p,q,7) € ]0,1[3. Pour tout n € N*, on note S,, = ZXk'
k=1

n
1. Soit n € N avec n > 2. Montrer que S,_1 a méme loi que T}, 1 = Z Xp. En déduire, pour k € Z, que
k=2

PXlz—l(Sn = k‘) = P(Sn_l = ]€+1>, PX1:O(Sn = k) = ]P)(Sn_l = k‘), PXlzl(Sn = k) = P(Sn_l = k‘—l).
2. Soit n € N avec n > 2. Déduire de la question précédente, pour tout k € Z,

P(S, =k) = pP(Sp—1 =k + 1)+ ¢P(S, = k) + rP(S, = k — 1).

2 Lois usuelles infinies

Exercice 4. Les variables aléatoires X et Y sont indépendantes, X suit une loi de Poisson P(A) et Y une loi
géomeétrique G(p). A I'aide de la formule des probabilité totales, déterminer P(X < Y) et P(X =Y).

Exercice 5. Jean va au téléski et emprunte 'une des N perches de 'appareil. On admet qu’entre cet instant
et la prochaine remontée de Jean, le nombre de skieurs se présentant au téléski suit une loi géométrique de
paramétre p € ]0, 1[. Quelle est la probabilité que Jean reprenne la méme perche ?
Exercice 6. Soit X une variable aléatoire suivant une loi de Poisson de paramétre A > 0.

1. Majorer la probabilité P(X > n + 1).

2. En déduire qu’au voisinage de +o0, P(X >n) ~P(X =n).
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Exercice 7. Soit X une variable aléatoire suivant une loi de Poisson de paramétre A, et Y la variable aléatoire
égale & 0 si X est paire et 1 sinon. Déterminer la loi de Y.

Exercice 8 (Mines-Telecom PC RMS 2016). Soient X et Y deux variables aléatoires discrétes indépendantes
suivant des lois de Poisson de paramétres A et p. Soit n € N. Déterminer la loi conditionnelle de X sachant (X+Y =

Exercice 9 (BEOS exo 3372 CCP PC 2017 - exo 2). Soit X et Y deux variables aléatoires discrétes telles
que X ~ P(X) avec A > 0, et telle que, pour tout n € N, la loi de Y sachant (X = n) est une loi binomiale de
parameétres n, p avec p € |0, 1][.

1. Déterminer la loi conjointe de X et Y.

2. Déterminer la loi de Y.
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Solutions

Exercice 1. 1) Comme les X;, pour ¢ € N, suivent tous la méme loi, si on note £ = Xy(2) (qui est fini ou
dénombrable car X est discréte), alors pour tout i € N, X;(Q2) = E, et donc pour tout w, X (w) est le maximum
d’un certain nombre fini (variable) d’éléments de E, donc appartient a E, donc

X(Q)CFE
(donc X est discréte).
Comme N(2) C N, on a
Q= | )J(N=n)
n=0
Puis, pour tout réel x € R, on a
(X<z) = (X<z)NnQ

(car si on sait (N = n), on peut remplacer N par n dans la définition de X). Or, pour tout entier k£ € N, X}, est
une variable aléatoire, donc (X < z) € A pour tout réel z € R. N est une variable aléatoire, donc (N =n) € A
pour tout entier n € N. Par intersection finie d’événements,

(Xo<z)n---N(X,<z)N(N=n)ec A
pour tout n € N, puis par union dénombrable d’événements,
(X<z)ecA

pour tout réel z € R.
En faisant de méme (en remplagant les inégalités larges par des inégalités strictes), on a

(X<z)ed
pour tout réel x € R.
Remarque. Mais on I'a aussi directement, car (X < z) = |J (X <z — 1) est la réunion dénombrable d’événe-
neN*

ments, donc est un événement.

Alors, pour tout réel z € R,

(X=x)=X<z)n(X <2x) e A
Donc X est une variable aléatoire discréte (avec X () C E).
2) Comme les événements (N = n), pour n € N, sont deux a deux incompatibles, c’est aussi le cas, pour tout
réel x € R, des événements

(Xo<z)n---N(X, <z)N(N =n).

Donc, par o-additivité de P, pour tout réel z € R on a
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Remarque. C’est le résultat que 'on aurait obtenu en appliquant directement la formule des probabilités totales
avec le systéme complet d’événements associé & N. Mais on ne pouvait pas le faire tant qu’on ne savait pas
que (X < x) était un événement. On a donc repris la démonstration du cours, en s’arrétant au moment adéquat
pour justifier que I'on avait bien un événement.

Par indépendance, on a alors pour tout réel x € R :

En notant F' la fonction
F:zeRw—P(Xy<z),

comme pour tout k € N, X a la méme loi que X, alors

Et donc, pour tout réel x € R :

P(X <xz)=)» F(x)"""P(N =n) =|F(z) x Gy(F(z))

Exercice 2. Notons, pour k € N*,
e Bj I’événement « obtenir une boule blanche au tirage numéro & »,

o N I’événement « obtenir une boule noire au tirage numéro k ».
1) On a
X1(9) ={1,2}.
Puis,

P(X1 = 1) = P(B) = % ot P(X1=2)=P(N) = %

Donc X suit une loi uniforme sur {1, 2}.
On a

XQ(Q) = {17273}7
(X2 = 1) = B1 N By donc

1 2 1
P(Xo=1)=P(By)Pp.(By) = = X — = —
(X2 =1) =P(B1)Pp,(B2) = 5 X 3 =3,
et (X2 = 3) = N1 N Ny, donc
1 2 1
P(XQ = 3) = P(Nl)PNl(NQ) = 5 X § = g

Enfin, (X = 2) = (B1 N Na) U (N1 N By) est une intersection de deux événements incompatibles (car By N Ny = 0,
par exemple), donc on a

P(X = 2) = P(Bl N Ng) + P(Nl N BQ) = P(Bl)Pgl (NQ) + ]P)(NI)PNl (BQ) =

N —
w| =
N =
W =
w_\»—n

Remarque. Puisque X2(2) C {1,2, 3}, on peut aussi dire

Mais on peut aussi utiliser ceci pour vérifier que I'on n’a pas fait d’erreur dans les calculs de la loi de Xs...

On a bien que X3 suit une loi uniforme sur {1, 2, 3}.
2) Initialisation : le cas n =1 et n = 2 a été fait a la question précédente.
Héréditeé : soit n € N*, supposons que X, suit une loi uniforme sur [1,n + 1]. Alors en particulier

X,(Q) = [Ln +1].
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Xp+1 renvoie un nombre de boules, en particulier X,,11(€2) C N. Or, la description de I'expérience fait qu’a chaque
tirage, soit le nombre de boules noires reste le méme, soit il augmente de 1, et donc

1<X, <Xpm1<Xp,+1<(n+1)+1=n+2.

Donc
Xn+1(Q) C [1,n +2].

Soit alors k € [1,n+2]. Comme X, est une variable aléatoire avec X, (Q) = [1,n+1], on sait que ((X,
est un systéme complet d’événements, et la formule des probabilités totales donne alors :

= i))ie[[l,n—i-l]]

n+1 n+1

1
P(Xn1 =k) Z]P’ i) Px,—i(Xn1 =k) = > - 7 Pxo=i(Xns1 = k)
=1

(car X, suit une loi uniforme sur [1,n + 1], par hypothése de récurrence). Ensuite, pour tout i € [1,n + 1], le fait
que
XnSXn—i-l SXn+1

donne Px, —i(Xn11 =k)=0sii<k—2oui>k+1.

Puis, Px, —k—1(Xn+1 = k) est la probabilité de tirer une boule noire dans une urne qui contient & — 1 boules noires
car X,, = k — 1 (et a chaque étape, comme on rajoute une boule, a I'issue du n-iéme tirage on a une urne qui
contient n + 2 boules, dont k& — 1 noires), soit par équiprobabilité des tirages d’une boule,

k—1

Px,—1—1(Xn41 =k) = ETE

Et Px,—k(Xn+1 = k) est la probabilité de tirer une boule blanche dans une urne qui contient k boules noires
car X, = k (et qui contient n + 2 boules, dont k noires), soit par équiprobabilité des tirages d’une boule,

n+2-—k

Px (X =k)=
X p=k(Xnt1 = k) o
Pone 1 k-1 1 n+42-k 1
— n —
(Xnt1 ) n+1n+2+n+1 n-+2 n-+ 2

On a donc bien X,,41 qui suit une loi uniforme sur [1,n + 2].

Remarque. En toute rigueur, il faut calculer P(X,1; = 1) et P(X, 11 = n + 2) & part, car de la formule des
probabilités totales, on obtient

I n+1 1

P(X =1)=P(X,, =1)Px, -1(X =1)= =
( n+1 ) ( n )anl( n+1 ) ntln+?2 "+ 2

(car Px,—1(Xn41 = 1) est la probabilité d’obtenir une boule blanche dans une urne avec n + 2 boules dont 1 seule

noire), et
I n+1 1

n+1ln+2 n+2

(car Px,—n+1(Xnt+1 = n+ 2) est la probabilité d’obtenir une boule noire dans une urne avec n + 2 boules dont 1
seule blanche).

]P(Xn+1 =n-+ 2) = P(Xn =n-+ I)PXn:n—l-l(XnJrl =n++ 2) =

3) Soit n € N*. Utilisons la formule des probabilités totales avec le systéme complet d’événements ((Xn =

i))z‘e[[l,nﬂ}] : » »
X «— 1 k 1
P(Aner) = 3 B(Xn = £) Py, ci(Ansy) = 30— x — |1

P k:1n+1 n4 2 2

Cette probabilité est indépendante de n : & chaque tirage, on a une chance sur deux d’avoir une boule noire (on a
aussi bien str P(A;) = 3 : égalité reste vraie pour n = 0).
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Exercice 3. 1) Soit n € N avec n > 2 (pour que S,,_; existe...).

e Notons

n—1

f : (.%'1, Ce ,$n—1) S Rn_l — Z:Ek

k=1

Alors
Sn—l :f(le---aXn—l) et Tn—l :f(XQ,...,Xn).

Puis, (X1,...,Xp—1) et (Xo,...,X,) ont méme loi (car la suite (X )gen+ est i.i.d.), donc par le cours, S,,—1 et T),—1
aussi.
e Remarquons déja que P(X; = —1) > 0, donc la probabilité conditionnelle considérée existe. Puis, comme T),_; =
Sn, — X1, 0n a

o P((Xi=-1)n(Se=k)  P((Xi=-1)N(Th1 =k+1))
Pro=a(Sn = k) = P(X; = —1) - P(X; = 1)

Puis, (X1,...,X,) sont indépendants, donc par le lemme des coalitions, X1 et f(Xa,...,X,) = T,,—1 sont indé-
pendants. Donc

P(Xi=-1)N(Th1=k+1) PX,=—-1)P(Th 1 =k+1)

PXlzfl(Sn:k): ]P)(Xlz—l) = P(Xl :_1) :P(Tn,1:k+1)

Enfin, S,,_1 suit la méme loi que 7;,_1, donc

Pxy—1(Sp =k) =P(Tp_1 =k +1) =P(Sp_; =k +1).

De méme,
P((x1=0)n(Sn=k)) _ P((X1=0)(Tn_1=k))
Px,—o(Sn = k) = PX,=0) — o
P = ]P n— :k‘
et

P((X1=1)"(Sp=k) P((X1=D)N(Tn—1=k—1)
Px,=1(Sh =k) = ( P(X1=1) ): ( P(X1=1) )

= PR =) (T, =k 1) =P(Sy 1 =k - 1)

2) On a X1(Q) = {-1,0,1}, donc ((X; = —1),(X; = 0),(X; = 1)) est un systéme complet d’événements. La
formule des probabilités totales donne alors, pour tout k € Z,

]P)(Sn = k) = P(Xl = —1)PX1:_1(Sn = k) —I—P(Xl = O)lezg(sn = /{:) + P(Xl = 1)PX1:1(Sn = k)

= pP(Sp—1=k+1)+qP(S,=k)+rP(S,=k—-1)
grace & la question précédente.

Remarque. Cette relation s’obtient de maniére directe en appliquant la formule des probabilités totales avec le
systéme complet d’événements ((X, = —1), (X, = 0), (X, = 1)).

J'aurais pu I'éviter en cherchant & travailler sur S,,_1+ X2 au lieu de S,,, par exemple (pour « casser la symétrie »),
mais I'étude de S, a plus de sens (en probabilité) que I'étude de S,,—1 + X2.

Exercice 4. ¥ Soit n € N, alors par o-additivité de P (et car les événements (Y = k), pour k > n+ 1, sont deux
a deux incompatibles),

IP(n<Y):P< U (Y:k)): Y Py =k= > pl=p < ="

(car, pour n € Net k>n+1,onak > 1, donc P(Y = k) = pg*1).
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Remarque. Une autre fagon d’obtenir ceci est d’utiliser la formule des probabilités totales : Y est une variable
aléatoire avec Y (2) C N* donc ((Y = k))keN* est un systéme complet d’événements. Donc, pour n € N,

P(n<Y)=)» P((Y N(n<Y)) =) P(Y N(n<k)).
k=1 k=1

Puis, (n < k) =Qsik € [n+ 1,400, et (n < k) =0si k <n. Donc

Pn<Y)=0+ Y  PY=k= > PY=k)
k=max(1,n+1) k=n+1

(car n > 0, donc max(1,n + 1) = n + 1), puis on finit le calcul comme avant.

Donc, par la formule des probabilités totales appliquée avec le systéme complet d’événements ((X = n))n N (c’en
est un car X est une variable aléatoire avec X (2) =N), on a :
P(X <Y) ZP N(X <Y)) ZP N(n<Y)) ZIP P(n <Y)
)\n
en utilisant que X et Y sont indépendantes. Puis, comme P(X =n) = e_’\—' pour n € N, on a
n!
o
A e (Aq)" RS D VI RV
P(X <Y) Ze n'q ZT—e et =le
n=0
% Par la formule des probabilités totales appliquée avec le systéme complet d’événements ((X = n))n N (c’en

est un car X est une variable aléatoire avec X (2) = N) et en utilisant que X et Y sont indépendants (et en
utilisant P(Y = 0) = 0), on a

P(X=Y) = ZP NX=Y))

= Y P((X=n)n(n=Y))
n=0
= Y P(X =n)P(Y =n)
n=0
= O—I—Ze /\—'pq”_l
n=1
_ e_,\Q (A"
q = n!
— P
L (1)

Exercice 5. Notons X le nombre de skieurs qui se présentent entre les deux remontées de Jean (Jean exclu). On
a I'égalité entre les événements :
o0

« Jean reprendra la méme perche » = (J (X =N — 1+ kN).
k=0
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Par conséquent (par incompatibilité deux a deux des événements (X = N — 14 kN) pour k € N, et o-additivité
de P), la probabilité voulue vaut

N—-2

STPX =N —1+kN) =Y pgV TN = pgV 2N (gV)E = fin
k=0 k=0 k=0 [ —

Exercice 6. 1) Par o-additivité de P (et car les événements (X = k), pour & > n + 1, sont deux a deux
incompatibles), on a, pour n € N,

P(X>n+1) = P( G(X:ko

1 o0 i 1
- . At _{_Zﬁ _ P\
- (n+1)! — ;! (n+1)!
car, pour tout n € N, pour tout ¢ € N*, pour tout k € [1,i], on a
1 1
< —
n+1+k =k

donc, par produit d’inégalités positives dans le méme sens,

7 %

1 1] 1 il
n+2)...(n+i+1) _k71n+1+k_k 1I~c_z'!'

Remarque. Dans le sujet E3A PC 2017 (exercice 3 question 4a), on montre que si n > A — 1, alors

n+1

P(X > N ——
(X >n+ )_n+1—>\

P(X =n+1).

2) Pour n € N, on a
(X>n)=X=nUX>n)=X=n)UX >n+1),

car X est a valeurs entiéres. Et cette union est disjointe, donc

P(X>n)=P(X=n)U(X >n+1)) :]P’(X:n)—HP’(Xzn—i-l):%e*)‘—HP’(in—i-l),

or
)\’I’L
P(X>n+1)= o <>,

n—+oco \ n!

car on a
>\n+1
S PXZatl) _Gom A
- )‘—T - A—T: n+1 n—s+oco
mn: mn.

Donc
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Exercice 7. Y suit une loi de Bernoulli car Y ne prend que 0 et 1 comme valeurs.

[e.9]

v=1=&X=2n+1),

n=0
et comme les événements (X = p), pour p € N, sont deux & deux incompatibles, on a par o-additivité de P :

[e.o]

& N )\2n N 1— 6—2)\
P(Y=1)=) P(X=2n+1)=) e o cosh()) = ———
n=0 n=0

1—e 2
Y ~ |
5(5)

Exercice 8. X et Y sont indépendants, suivent une loi de Poisson, donc par le cours, on sait que X +Y suit une
loi de Poisson, de paramétres \ + p.

On a X(92) C N,
Soit n € Net k € N, alors

Donc

p xopo PE=HnX+Y=n)) P(X=KNE¥ =n—k) PX=kxPY=n—k
X+v=n(X =k) = P(X+Y =n) N P(X+Y =n) - P(X +Y =n)

(la derniére égalité provenant de 'indépendance de X et Y).
e Sik>mn,alorsn—k<0,donc (Y =n—k) =10, donc

P(X =k)xP(Y =n—k)=P(X =k) xP(0) =0,  puis  Pxiy—n(X =k) =

e Si0<k<n,alorsn—k >0, donc

n—k
P(Y =n—k)=e "
(Y=n—k) =" =5
Or,
G AF _ A+ p)"
— L) — A —n) = MW 2T
P(X=k)=e 1 et P(X+Y =n)=e ""H TR
Donc . e
P (X—k:)—e_k%e_u(l:z—k)! OV A
A=t EE T T e 0t~ k) M) N
Comme \ \
7
AT >0,
A+u A+p ¢ A+p

on en déduit que la loi de X sachant (X + Y = n) est une loi binomiale

A

Exercice 9. 1) o | X(2) = N |, puis, pour n € N, si X = n, Y suit une loi B(n,p), donc prend toutes les valeurs
de [0,n]. Plus précisément,

Y(X =n)=]0,n].

Puis, X(©) =N, donc Q@ = |J (X =n), puis
neN

Y(Q)zy<U(X:n)> = Jvx=n)=Jlo.n]=[N]

neN

e Soit (n,k) € N2, alors
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(car P(X = n) # 0, pour que la probabilité conditionnelle existe), et comme Y suit une loi B(n,p) pour la
probabilité Px—_,, on a :

A e e o
PUX =y (Y =) = { € ar WP AP = e (= stk <

0 sik>n

ce qui termine la loi du couple (X,Y).

2) On utilise la formule des probabilités totales avec le systéme complet d’événements ((X = n))
systéme complet d’événements, car X est une variable aléatoire discréte, et car X () =

tout k € N,

nen (Clest un
N). On a alors, pour

P(Y=k = > P(X=n)n(Y =k)
n=0
k—1 o0
= Y P(X=n)n¥ =k)+> P(X=n)n( =k)
n=0 n=k

> AT
-2 k n—k
= E — = pF1—p
“ ke El(n — k)! ( )

)\k > )\n—k’(l _p)n—k
ANk
P nz; (n—k)!

k
e—)xp (Ap)
k!
On en déduit que Y suit une loi de Poisson de paramétre Ap :

Y ~P(Ap) |



