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|Exercice 1 : Suite linéaire récurrente d’ordre 3|
Dans tout cet exercice on pose la suite (u,,) définie par :

uy =1
u; =3 etVn € N,u, 3 = 3uyyq — 2uy
u, =4
Le but de cet exercice est de déterminer une expression de u, en fonction de n.
1) a) On pose la suite matrice colonne :

un
vn € N,Xn = <un+1>

Un+2
Déterminer une matrice A € M3 (R) telle que :

Xn+1 = AXy
b) Démontrer que :
vn €N, X, = A"X,
Remarque : Dans toutes les questions suivantes, le but est de calculer A™.

2) On pose :
1 10
P = <—2 1 1)
4 1 2

-2 0 0
PlAP=|0 1 1

0 0 1

-2 0 0
T={0 1 1
0 0 1

vn € N,A" = pT"p~1
b) Calculer T™ pour tout entier naturel n.
b) En déduire u,, en fonction de n.

Montrer que P € GL3(R) et déterminer P~ 1.
3) Démontrer que :

On pose :

4) a) Démontrer que :

1) a)Ona:
Un+1 0 1 0 Un
Un+3 -2 3 0 Unp42

0 1 0
A=10 0 1
-2 3 0

b) Par récurrence immeédiate ou par itération du procédé.
M1 : Par récurrence
On pose :

On pose alors :

vneN,P(n): "X, = A"X,"
Initialisation : n = 0
Ona:

A%X, = 1,X, = X,
Donc P(0) est vraie.
Hérédité : Soit un entier naturel n. On suppose vraie la proposition P(n). On a :
Xps1 = AX, = AX A"X, = A"M1X,
Donc P(n) est héréditaire.
Conclusion : On conclut d’aprés le principe de récurrence.
M2 : Par itération
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Xn = AXp—q
=AX AX,_, = A%X,_,
= A2 X AX,_3 = A3X,_3
=i enréitérant le procédé
= A"X,
2) On peut appliquer I’algorithme du pivot de Gauss :

P -1 Opérations élémentaires I; > P71
1 10 1 0 0
-2 1 1 01 0
4 1 2 0 0 1
1 1 0 L, « L, + 2L, 1 0 0
0 3 1 Ly « Ly — 4l 2 1 0
0 -3 2 —4 0 1
1 10 Ly—L;+1L 1 0 0
0 3 1 2 1 0
0 0 3 -2 1 1
1 10 1 0 0
0 3 1 Ly =313 2 10
00 1 2 b
3 3 3
1 10 L,—L,—1L 1 0 0
(0 3 0) ? ? ° 8 2 1
00 1 3 3 3
2 1 1
3 3 3
1 10 1 0 0
01 0 Ly « 3L, 8 2 1
00 1 9 9 9
2 1 1
3 3 3
1 0 0 Ly« L —L, 1 2 1
R R
0 0 1 | 8 2 1|
9 9 9
2 1 1
3 3 3

Ainsi P € GL;(R) et :

QJIH\DIN

|/—_\
wl N
Wl Ol N
W = I

O| -
N~

3)Ona:
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1 2 1 2 4 2
9 9 9 /_5 9 _5\
0 1 0
8 2 1
’”A:(a 5 73 (0 0 1>:|§ 5 5|
\211/_230k211)
3 3 3 3 3 3
Enfinona:
/ 2 4 2\
| 29 g 29| 1 1 0 -2 0 0
P_lAP=§§§—211=011=T
k 2 1 1) 4 1 2 0 0 1
3 3
4) a) La encore on peut le faire de deux fagons.

Par récurrence immédiate ou par itération du procédé.
M1 : Par récurrence
On pose :

vn € N,P(n): "A" = PT"P~1"
Initialisation : n =0
Ona:

A =1,
{PTOP‘1 =PPl=1
Donc P(0) est vraie.
Hérédité : Soit un entier naturel n. On suppose vraie la proposition P(n). On a :
Al =Ax A" =pTP 1 xpTP~1 = pTntip-1
——
Donc P(n) est héréditaire.
Conclusion : On conclut d’aprés le principe de récurrence.
M2 : Par itération

A" =AXAX..XA
=PTP 'xPTP1xP..Pp txpPTP !
=I3 =I3 =I3
= pT"pP~1
b) La encore on peut le faire de trois facons différentes.
M1 : Par conjecture et récurrence

-2 0 0 (=2)2 0 0 (-2 0 0
T=<0 1 1)=T2=< 0 1 2>:>T3=( 0 1 3)

0 0 1 0 0 1 0 0 1
On peut conjecturer que :
=2) 0 o0
T" = ( 0 1 n)
0 0 1
On pose :
(=2) 0 0
vneN,P(n):"T" = ( 0 1 n) !
0 0 1
Initialisation : n = 0
Ona:
T =1,

(=2)" 0 0 (-2)° 0 0
< 0 1 n)=( 0 1 0>=13
0 0 1 0 0 1
Donc P (0) est vraie.

Hérédité : Soit un entier naturel n. On suppose vraie la proposition P(n). On a :



=2)"
T"=< 0
0
Ona:
-2 0 0\ /(-2)"
T”+1=T><T”=(O 1 1)( 0
0 0 1 0

Donc P(n) est héréditaire.
Conclusion : On conclut d’apres le principe de récurrence.

M2 : Avec le binome de Newton
Ona:

-2 0 0 -2 0 0
T={0 1 1)=({0 1 0
0 0 1 0 0 1

S = O

= O

)

)
)

oS O O

Vérifions que D et N commutent afin d’utiliser le bindme de Newton.

-2 0 0\/0 0 O 0
DN=(0 1 0]J{0 0 1|={0
0 0 1/\0 0 O 0

0 0 0N/=2 O
ND=(0 0 1 0 1
0 0 O 0 O

On peut donc appliquer le bindme :

(_

S O OO OO

2)n+1 0

0 1 n+1

0 0

vneNT =D +N)"= > (") Nkpn-k
k
k=0

Orona:

0 0 0 0 0
N=(0 0 1 =>N2=(0 0

0 0 O

On a donc :
n

vneN,T" = (D + N)" = Z (%) NED™k = pm+ () D"tN

k
k=0
De plus D est diagonale donc :

0 0

0
0
0

1

=2) 0 o
vn € N,D" = ( 0 1 0)
0 0 1
On a donc :
(_2)n+1 0 0

n n n n—1 (—2)" 0 0
VRneEN,T" =D +(1)D N=[ 0o 1 o]+n

0 01
M3 : Par opération élémentaire
Ona:

-2 0 0
T=(0 1 1)
0 0 1

On peut voir que la multiplication par T a droite. On aurait alors :

0 0
0 1 0)(0 0
0 0 1/\0 0

Cy < —2C,C, <« CretCy < Cy +C5

On aurait alors en multipliant par T lui-méme n fois :

Cy < (=2)"Cy1,Cy « Cy,C3 < nCy + C3

On a alors :
(-2 0 o0
vneN,T" = ( 0 1 n)
0 01
b)Ona:

1
X, = A"X, = PT"P~1 (3)

4

)

0

1

)

=2 o 0)

(
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1 n
0 1
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Ona
1 2 1
1 1 0\/(-2) 0 0 g 29 91 1
X,=PT"Pl1=(-2 1 1 0 1 n 5 5 9 3
4 1 2 0 0 1 \ 5 1 1/ 4
3 3 3
1 2 1
2 1 n N[ 7 % |n
= (=2)"' 1 n+1 5 9 9 (3)
(=2)"*?% 1 n+2 \ 2 1 1/ 4
3 3 3

(-2)"+8—-6n (-2)"*+2+3n (-2)"—-1+3n 1
— 9 9 9 <3>
4

(—2)”+8—6n+3x(—2)”+1+2+3n+4x(—2)"—1+3n

On en déduit donc que :

vn e N,u, =

9 9 9
10+ 15n— (—2)"
vn e N,u, = )

Remarque : Nous n’avons pas besoin de calculer les deux lignes des matrices car nous ne voulons que le premier
terme de X,,, a savoir u,.

|Exercice 2 : Mines-sup 2005|

Dans toute cette partie on pose :

VO =3
{v € N* — _n
I T Gy
1) Montrer que Vn € N,v,, > e
2) En déduire que (v,,) converge et déterminer sa limite.
3) Montrer que :
1
Vx=>e 0<f'(x) < 7
Avec :
[e; +oo[= R
o
In(x)

4) Enoncé 1’inégalité des accroissements finis.
5) Montrer que :
1
vn €N, |v, — e| S4—n
6) Sachant que 4° > 1000, déterminer un entier n, & partir duquel v, est une valeur approchée de e a 10712,

1) On pose la fonction :
[e; +oo[— R
: X
5

- In(x)

On sait que f € C1([e; +oo[) et :
, In(x)—1
Vx € [e, 4+, f'(x) = W =
On en déduit donc que f est croissante sur [e; 4oo].
Montrons par récurrence que :
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vn € N,P(n): "v, = e"
Initialisation : n = 0. vy = 3 > e = P(0) est vraie.
Hérédité : Soit n un entier naturel n fixé. On suppose vraie P(n). On a alors :

v, = e = f(v,) = f(e) car f est croissante sur [e,+0[= v,;1 =€
Donc P(n + 1) est vraie.
Conclusion : P(0) est vraie et P (n) est héréditaire donc d’apres le principe de récurrence :
vneN, v, >e
2) On sait que la suite (v,,) est monotone car f est croissante sur [e; +oo[ et I’intervalle [e; +oo[ est stable par f.
De plus on sait que :
vy — 1y = vo(1 — In(vy)) _

In(vy) n(3)
On en déduit donc que (vy,) est décroissante, minorée par e donc elle converge.
De plus on sait que lirgn vy = £ vérifie I’équation f(x) = x.

x(1-Imn(3))<0

Or on sait que :

X
m—x@ln(x)—l@x—e

On en déduit donc que :
limv, =e
n
3) On sait que :
In(x)—1
Vx € [e; +oo[, f'(x) = —F+——
x € fes +ool, f1(0) =~
Cette fonction est dure a calculer. Etudions la dérivée seconde :

In?(x) 2In(x)
) - (In(x)-1) 2-In(x)
vx >e,f"(x) =—% 134(,() ~ X3 (x)

On sait que :
2—In(x) =0 x <e?
On a donc le tableau de variation suivant :

r |e €2 +00
P + ) -
N PN

De plus on sait que : f'(e) = O et :

tim f00) = tim BOZL_ gy 1
x—l>7-;-noof = A0 In?(x) _x—l’inmln(x)_

On a de plus :
fied) =+
©)Ty
On en déduit donc que :
1
Vx>e 0<f'(x)< 2

5) On sait d’apres la question 3) que f est i —lipschitzienne (donc contractante). On en déduit donc que :

1
V(x,y) € [e.+oo, |[f(y) — fF(X)] < 1 ly — x|

On en déduit donc que :

1 1
VnEN,lf(vn)—f(e)I SZlvn_el :vnEererl_el SZlvn_el

1\" 1\"
=VneN,|v,—e|l < (Z) [3—e| < (Z) (récurrence immédiate)

6)Ona:
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45 > 1000 = 420 > 10'? = v,y —e| < 10712
On peut donc en déduire que v, est une valeur approchée de e a 10712

|Probléme 1 : Mines-sup 2007|

Dans tout ce probléme on pose :
1 f(®)
vt > 0,f(t) =e tetg(t) ==
Partie A : Etude de f et g.
1) a) Montrer que (f, g) € C*(]0; +o[).
b) Démontrer que :
vt > 0,tf'(t) = g(t)
2) a) Démontrer que g est prolongeable par continuité sur R*. Nous le noterons dans toute la suite g.
b) Démontrer que g est dérivable en 0 et déterminer g’ (0).

3) Soit H la primitivede t = g (%) s’annulant en 1. Calculer H.

Partie B : Une suite implicite
Soit n = 3. On introduit I’équation (E,,) : f(t) = %d’inconnue t>0.

1) a) Montrer que (E,;) admet une unique solution dans ]0; 1| que 1’on notera a,.
(On montrerait identiquement que (E,,) admet une unique solution sur ]1; +oo[. On ne demande pas de le faire !). On
note 3, cette solution.

b) Montrer que (o) et (8,) sont monotones.

¢) Et-il possible que I'une des deux suites convergent vers £ > 0 ? En déduire leur limite.

Partie C : Etude qualitative d’une équation différentielle
On considére maintenant une application y solution de (E): x?y’ +y = x? sur R et de classe C*®. Nous allons, sans
aucun calcul explicite de y, déterminer la suite des y(™ (0) = u,, 4 partir de (E).
1) Que vaut u, = y(0) ?
2) a) En dérivant (E), calculer u(1) = y'(0) etu, = y''(0).
b) Peut-on avoir y de la forme x = ax? + bx + ¢ ? (Avec (a, b, c) € R3).
3) Soit n un entier naturel.
a) On suppose ici que n = 3. Prouver a I’aide de la formule de Leibniz que :
Vx > 0,x2y™* D (x) + (1 + 2nx)y"(x) + n(n — 1)y D(x) =0
b) En déduire une relation de récurrence entre u,, et u,_;.
¢) Donner une formule explicite de u,, en utilisant les factorielles, valable pour n > 2.

Partie A :
1) a)Ona:

1
te n € C*(]0; +o0])
t - et e C®(R)

Par composée et produit, (g, f) € (C’°° (]o; +oo[))2.
b)Ona:
1 f®) 1

11
F=ox = —g(®

1
vE>0,f'(t) ==
f'(®) e ; .

On en déduit donc que :
vt > 0,tf'(t) = g(t)
2) a)Ona:
1
tl_i)r(l)qr ?e_f = Xl_i)rllooe—x = 0 (par croissance comparée)
On peut donc prolonger g par continuité en 0 en posant g(0) = 0.
b)Ona:
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1

9O -9 _ . et _ . XZ_0 . ,
Jim, EE——— Jlim, Fral X—1>I-Pooe_X = 0 (par croissance comparée)
On en déduit donc que g est dérivable en 0 g'(0) = 0.

3)Ona:

h(t)=g (%) =te !t

On peut le faire de différentes facons.
Méthode 1 : Par IPP

Ona:

t t 2

H(t) = fxe‘x dt = [-xe ¥’ + f e*dt=el—tet—et+el= P (1+tet

1 1
Méthode 2 : Par instinct
On pose :

Ht)=(at+b)e = H'(t) =(a—at—b)e*
Ainsi H est une primitivede t = g (%) si et seulement si :
{a_‘ab_zlo = H(t) =(-1-t)e~t +¢

Représente I’ensemble des primitives de t = g (%)
On aensuite que H(1) =0 = ¢ = S
Ainsi :

2
vt > 0,H(t) = P 1+tet

Partie B :

1) a)Soitn € N.Ona:

1

O =1 g =

Etudions les variations de g € C*(]0; +oo]).

Ona:
tx f'(0) = f(£) e_%(1 1) a-b ¢
X — F —t)e t
vt >0, g,(t) = t2 - ttZ - t3
Deplusona:
Jim () =0
1
. et 1
tEng (t)_tETwT t1—1>¥+-n00t_2_0
On a alors :
t |0 1 4+
gt + O -
1

De plus on sait que :

Vvn=3,n>e=-<-
n e

On a donc :

e g continue sur [0; 1]

e g strictement croissante sur [0; 1]
D’apres le théoreme de la bijection :
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1
Vy € [O;E],El!t € [0;1] tel que g(t) =y
Comme :
1 1 1
vn > 3,; € [O;E] = vn=>3,3a, € [0;1] tel que g(a,) = o
Par le méme raisonnement on a :
1
vn > 3,,3! B, €[1;,+x[ tel que g(B,) = -
b)Ona:
1 1
vn > 3,m < - =Vn =3,9(a41) < glay,) =>VVn=3,a,41 < ap
Car g est croissante sur [0; 1] donc (a;,) est décroissante.
De méme on a :
1 1
vn 23, == <= Vn23,9(Bn1) <gBa) = V1 23, By < i

Car g est décroissante sur [1; +oo[ donc (f8,,) est croissante.
¢) La suite (@, ) est décroissante minorée par 0 donc elle converge vers un réel £ > 0. Supposons que £ > 0.
On a alors par continuité de g sur ]0; 4oo[ :

1
lim g(a,) =g (lim an) = lim-=g(#) = 0=g()
n—oo n n-ocon

Or on sait que :
1 1
vt > 0,9(t) =?e t+0

On en déduit donc que £ = 0.
De méme on a (1),,) est croissante donc soit elle converge vers £ = 1, soit elle tend vers +oo. Si 8,, = ¢’ alors par
continuité :
1
lim g(B,) = g(£') = lim — gt')=0=g{') = ¢ =0 (absurdecar Vvn= 3,53, = 1)
n—-oo n—-oo
Ainsi f8;,, —» +oo.

Partie C :
1)Ona:
(E):x%y' +y=x2=02xy'(0)+y(0) =02 = y(0) =0 =u,
2) a)Ona:
Vx> 0,x%y' +y=x?=2xy"(x) +x%y"(x) +y' (x) =2x = y'(0) =0 = u4
De méme on a :
2xy' (%) + x2y" () + y'(x) = 2x = 2y (x) + 4xy" (x) + x2yP ) +y"(x) =2 = y"(0) =2 =u,
b) Si on pose :

y:x - ax?+bx +c

On a alors :
y(0) =¢y'(0)=bety"(0) =2a

Si y solution de (E) sir R*, alors :

c=b=0eta=1
Or y(x) = x? n’est pas solution de (E).
3) a) En dérivant n fois (E) pourn >3 ona:

n

dn 2+, d 2
W(X y +Y)=W(X )=

Orona:
n

d 2
VnZS,W(X ):0

De plus on a grace a Leibniz :
n n n n—-1 n-1 dn

d ! d ! d n dn ! n r n !
Ty ) = () =) = ()2 = O+ (D)2 7 00+ () 2 o D) + 7= )

= x2y™D 4 2nxy ™ (x) + n(n — 1)y * D (x) + y™ (x)
On en déduit donc que :
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dn dar
vn > 3'@ (x%y' +y) = W(XZ) = x2y™+D(x) + (1 + 2nx)y™(x) + n(n — Dy D(x) = 0
b) En prenant x = 0 dans 1’équation précédente on a :
u,+nn—Nu,_ 1=0
¢) On peut le faire de deux facons. Soit en réitérant le procédé, soit par récurrence. Cependant ici nous n’avons
pas d’hypothese de récurrence. Il faut en trouver une !

On sait que :
vn=>3,u,+nn—Du,_; =0
On a donc :
Uz = —3 X 2u, = —3 x 22
uy, = —4 X 3uz = 4 x 32 x 22
us = —5 X 4u, =5 X 42 x 32 x 22
On peut donc conjecturer que :
n
vneNn=>2u,=(-D"xnx(n-1)! = ( ;) x (n!)?

Montrons le par récurrence.
Initialisation : n = 2
Ona:

u2=2

(_21)2 x (202 = 2

Donc la conjecture est vraie pour n = 2
Hérédité : Soit n un entier fixé. On suppose la conjecture vraie pour ce n.
Ona:
Upt1 = —(n + D)nu,, (question 3)c))
="

=—(n+1nx x (n1)? (HRy)

(_1)7’1"‘1 2
EETSRCARY
Donc la conjecture est héréditaire.

Conclusion : On conclut d’apres le principe de récurrence.

Meéthode 2 : Par itération

U, = —nn—Du,_4
=nn-12%n-2u,_,
=-nn-12%n-2)%*(n—-3)u,_;
= par itération
=(-1D)"xnXx(n—1)2X...x32x2xu,
Oru, =2doncona:
vn>2,u, = (—-1)"xnx[(n—1)!]?

|Pr0bléme 2 : Irrationnalité de e|
Le but de ce probléme est d’établir que e € Q par une autre méthode que celle donnée en DS au PCSI
génération 2023-2024 (étant donné que vous étes bien plus fort qu’eux...).
Partie A : Une suite qui converge vers e
Dans toute cette partie on pose :

e
vneN, [, = j
1
1) Démontrer que I,, est bien définie pour tout entier naturel n.
2) Calculer .

3) On pose :

In(x)™
x2

X
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[1,e] » R
g: 1+ In(x)
X —
X
En calculant la dérivée de g, déterminer la valeur de I,.
4) a) Démontrer que :
vneEN, I, =—e 1+ (n+ DI,
b) En déduire que :
n
vneN,I, =n!(1—e‘1xzy)
k=0
6) a) Démontrer que :
1
vneN, I, = f t"e"tdt
0
b) En déduire que :

1
vneN O], <——
n "Tn+1

n
li ! =
Jim Y o=
k=0

¢) En déduire que :

Partie B: e € R\Q
Dans toute cette partie on pose :

n
1
VTlEN,anTl!ZE
k=0

1) Démontrer que :

vneN,b, €N
2) Déduire des résultats de la partie A que :
vn €N, 0<nle—b, <
" meT =4 +1
3) En raisonnant par I’absurde, démontrer que e est irrationnel.
Partie A :
1) Pour tout n € N, on a par produit :
In(x)™ 0
»—a €€ ([1;eD
Donc I, est bien définie pour tout n entier naturel.
2)Ona:
eln(x)o F1 11¢
Io=f . dx=f—2dx=[——] =1-e¢!
x x xlq
1 1
3) On pose :
1+ In(x
gix— % sur [1;e]

Onaalors g € C1([1;e]) et :
1—-1-1In(x) In(x)
x? T2

Vx € [Lel g'(x) =

On en déduit donc que :
e

1 1
L= [P dx = -g@lf = g(1) - g(e) = 1 - 267
1

4) a)Ona:
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n+1 n
Lpyr = f%dx >< ln”“(x)] +(n+ 1)[ In() dx =—e '+ (n+ 1),

1
b) On peut le faire de deux fagons. Le plus simple étant de le fa1re par récurrence vu qu’ils nous donnent le

résultat ! Je commence par cela.

Méthode 1 : Par récurrence

On pose :

n
1
vne€N,P(n):"I, = (1 —etx ZE)

k=0
Initialisation : n = 0
On a d’aprés la question 2) :
10 == 1 - e_l
Or on sait que :
1 et
—p-1 =1 _ -1
0!<1 e XZk!)_l ol =1-e
k=0
Donc P(0) est vraie.
Hérédité : Soit n un entier naturel fixé. On suppose vraie P(n). On a alors :
Int1 = —e 1+ (n+ DI, (question 4)a))

n
1
=—e 1+ (m+1n! (1 —etx 2 E) (hypothése de récurrence)

k=0
n -1 n
=—el+m+D!|1-e1x z = (n+1)! R e z
' ki) ' (n+1)! k!
k=0 k=0
n+1
— D1 -1 1
=n+D!1—-e""X Z o
k=
Donc P (n) est héréditaire.
Conclusion : On conclut d’apres le principe de récurrence.
Méthode 2 : Par itération
On a d’aprés la question 4) a) :
vneN, I, =nl,_; —e !
=n[n-Dl,_,—e—elt=n(n—-1I,_,—[n+1]e?
4 1 n! n! n! nll _;
=nn—-D[n-2),_3—e ]-[n+1]le ! = MI’H — =2 + TRy +E]
n! n! n' |
= =3y — -
=3y [ s "o —zy -1 ]
ool I ‘ N 1 N 1 N 1] .
BT TR (n—3)! m—-2) (-1 ¢

=i (enréitérant le procédé on obtient)

_n' |1 1 171
oo s3]
n
=nl(1—e1)—n! L e’ !
' k!
k=1
-1
— _ -1 i |
—n'[l e <Zk!)e ]
k=1
Or on sait que :
1
=

On adonc:
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A

6) a) On effectue un changement de variable.
On pose :
x=et o t=In)
e On change les bornes

{x=1=>t=0
x=e=>t=1
e Calcul du dx
Ona:
x =el = dx =eldt

e Changement de Pintégrale
e 1 1
In(x)" In(eH)]™
1n=f *) dxzf&etdt:ft"e‘tdt
0

x2 et

1 0

b)Ona:
vte[0;1],0<et<1
=VneNVte[0;1],0 <t"e ¢ <t" (cart™ = 0sur [0;1])

Par croissance de I’intégrale on a :
1 1
0< jt"e‘tdt < f t"dt
0 0

1

jt"dt— !
Tn+1

0

Orona:

On a donc :

1
vneN,0<I,6 <
""n+1

¢) On sait que :

lim =0
nn+1
Donc d’aprés le théoréme des gendarmes, on en déduit donc que :
liml, =0
n
De plus on sait que :
=1
vneN, I, =n!|1- ZE e 1
k=0

Comme :
limn! = +o
n

On en déduit donc que :

k=0
On a donc :
n
lim —=e
n—+oo !
=0
Partie B :
I)Ona:
n n
| 1 _ n!
VnENb—n.zk!— ol
k=0 k=0

Deplusona:



Page 14 sur 14

n!
Vk € [[O;n]],yznx(n—l)x(n—z)x .X(k+1)€EN
On en déduit donc que :
vneN,b, N
2) On sait que :

1
VneN O, <——
n "Tn+1

De plus on sait que :

&1
VnEN,Inzn![1—<ZE>e_1]
k=0
On en éduit donc que :
| o1\ 1
vneN,0< nl|l- ’;He Sn+1

Or e > 0 donc en multipliant les termes de la double inégalité par e on obtient :

=>VneNO0< exn!l—-b, <

n+1
3) On raisonne par I’absurde en supposant que e € Q. On a :

eEQ(:)El(p,q)EZZtelquee=§

On a alors :

1Y e
VneEN,0O<—-Xxnl—-bh, <——=VneNO<pxn!l—gxb, <gX
n q " "“n+1 " pAm=qx b =q 207

Or on sait d’apres la question 1 de la partie B que :
vneN,b, €N
On en déduit donc que :
vneN,pxnl—qXxb,
Deplusona:

=0

li X
o n+1
On en déduit donc que :

<1

iN, € N tel que Vn = N,, q X
0 q 0 q —

Ainsiona:
vn= Ny,pXnl—qgxb, eNNJ[O;1]
On a donc :
Vn=Ny,pXnl—qgxb,=0
Donc la suite u,, = p X n! — q X by, est nulle a partir d’un certain rang.
On a donc :

b
VnZNO,n—’|‘=§

b, <=1

_n— J—

V"EN’n!_Zk!
k=0

=1

vn eN, v, =z—
I

k=0k.

Or on sait que :

On pose :

Ona:
Vnt1 — Un = m >0
Ainsi la suite (v,,) est strictement croissante donc ne peut pas étre stationnaire a partir d’un certain rang. On obtient
une contradiction. Donc I’hypothése e € Q est fausse.
Donc:e & Q



