
Semaine 14 - Du 12 au 16 Janvier 2026

Calcul matriciel

Révision de la semaine 13

Transposition (notée AT )
Définition et stabilité par combinaison linéaire. Transposée du produit.
Pour les matrices carrées : transposée d’une puissance et de l’inverse.
Matrices symétriques et antisymétriques. Stabilité par combinaison linéaire.

Les sous-ensembles particuliers de Mp(K)
Le groupe linéaires GLp(K) des matrices inversibles. Stabilité par produit.
Les espaces des matrices diagonales et triangulaires. Stabilité par les opérations.

Systèmes linéaires

Principe de superposition
Système homogène associé. Systèmes compatible et incompatible.
Lien entre les espaces de solutions supposant connue une solution particulière.

Ecriture matricielle
Matrice de Mm,n(R). Matrice augmentée de Mm,n(R)×Mm,1(R).
Opérations élémentaires sur les lignes et équivalence des systèmes.
Matrice échelonnée et échelonnée réduite.

Pivot de Gauss-Jordan
Algorithme d’équivalence à un système échelonné réduit.
Rang d’une matrice et nombre de paramètres. Formule du rang.
Résolution récursive d’un système échelonné.

Liste de Questions de cours :
a) Enoncer et démontrer l’associativité et la distributivité du produit matriciel.

b) Démontrer que pour M ∈ Mp(K),Ma+b = MaM b et Mab = (Ma)b.

c) Enoncer et démontrer la formule du binôme de Newton pour deux matrices qui commutent.

d) Démontrer la stabilité des matrices triangulaires par les opérations.

e) Calculer les puissances de A = 2In +B avec B2 = In.

f ) Montrer que (AB)−1 = B−1A−1 et que (An)−1 = (A−1)n.
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Exercices d’Application du Cours

1. Déterminer une expression explicite des suites (un)n≥0 et (vn)n≥0 définies par :

u0 = v0 = 1 et

{
un+1 = un + vn

vn+1 = −un

2. On note A =

(
8 1
2 9

)
. Calculer An pour tout n ∈ Z entier relatif.

3. Résoudre les systèmes linéaires :
x+ y + 2z = 5

x− y − z = 1

x+ z = 3


3x− y + 2z = a

−x+ 2y − 3z = b

x+ 2y + z = c


x− y + z = m

x+my − z = 1

x− y − z = 1

.

Devoir libre

Méthode de diagonalisation :

Soit A =
(

3 2 −2
3 2 −3
4 2 −3

)
∈ M3(R).

1. Soit X =
(

x
y
z

)
∈ R3.

(a) Résoudre le système linéaire AX = X en les variables x, y et z.

(b) Soit λ ∈ R. Déterminer en fonction de λ le rang de A− λI3.

(c) Pour quelles valeurs de λ ∈ R le système AX = λX admet-il des solutions non nulles ?

2. On pose P =
(

1 2 0
0 1 1
1 2 1

)
.

(a) Montrer que P est inversible et calculer P−1.

(b) Montrer que D = P−1AP est une matrice diagonale que l’on déterminera.

(c) En déduire que A est une matrice inversible et calculer A−1.

(d) Montrer que An = PDnP−1 et en déduire une expression de An pour tout n ∈ Z.
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