DS n°5 - Corrigé

Probléme I : Méthode 1 : Forme de la matrice

1. La matrice T est ’triangulaire inférieure | donc T également et les coeflicients diago-

1" 0 0
naux sont les puissances. Ainsi T" = (an 2" 0 ) avec ap, by, c, € R.
by cp 1

1 0 0 1 0 0
Puis T"T = ant+2™ 2" 0 ) et TT" = | 2an+1 277" 0 |.
bntcn+1l 2c,+1 1 1+an+bn cn+2" 1
Any1 = 0n + 2" =2a, +1
Donc on obtient ¢ b,11 =an+b,+1=cp+b,+1.
Cn+1 =20, +1=c¢c,+2"
Remarque : On obtient des expressions différentes en effectuant le produit par la gauche

ou par la droite. Le mieux est donc de faire les deux qui nous donnent la récurrence
la plus riche.

2. On obtient plusieurs méthodes en fonction du résultat de la question précédente :
Avec les deux produits, on a : a, +2" = 2a, +1 et 2¢, +1 = ¢, +2™. Puis a,, = ¢, =
2™ — 1 dans les deux cas.

Avec un seul des produits :

Gauche : L’expression a,+1 = 2a, +1 est une suite ’ artihmético-géométrique | de point
fixe —1 et de premier terme 0. Donc a,, = 2"(0 — (=1)) + (-1) = 2" — 1.
Droite : L’expression a,4+1 = a, + 2™ et ag = 0 permet d’écrire :
n—1 n—1 ok 2" —1 n
Up = Qp — Q0 = Y 3 Qkp1 — A = Y 32" = 55 =2" — 1.

Les roles de (an)n>0 €t (¢n)n>0 étant symétrique, on trouve également ¢,, = 2™ — 1.

3.0naby=0etb, =b, —by= Z;& (bg+1 — bg) ’par télescopage ‘
Donc b, = Sp_o(ap +1) =S p h 2k =27 — 1.
1 0

0
4. On a ainsi trouver 7" = | 2" — 1 2n 0
2n—-1 2" -1 1

Méthode 2 : Formule du bindéme

0 0 O
5. Onpose A=T—1I3=(1 1 0] afin que T = I3 + A.
1 1 0
0 0 O
6. Oncalcul A2=(1 1 0] = A. DoncAestet ainsi Vn > 1, A" = A.
1 1 0

7. On applique la ’ formule du binéme de Newton‘ avec I3 et A qui commutent.
OnaT" = (I + A" = Sy (AT = I+ Sy ()4 = Iy + (2" — 1A,

1 00 0 0 0 1 0 0
Ainsion obtient 7" = {0 1 0|+ (|2"—-1 2"—-1 0] =([2"—-1 2n 0
0 0 1 2n—1 2"—-1 0 2n—-1 2" -1 1
Méthode 3 : Polynéme annulateur

8. OnaTQ:(:l%gg):iinM'g.
331

9. On effectue la division euclidienne de X™ par X? — 3X + 2 sous la forme :
X" = (X2 -3X +2)Qn(X) + R,(X) avec R,,(X) = apX + by,.
En X = A, on obtient A" =0+ R, (A) = a, A+ b,Is.
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10. Ona X? —3X +2= (X —1)(X —2).
En X =1, onal™=a,+b,.
En X =2, on a 2" = 2a, + b,.

On résout le systeme (1 il

9 1 2n> et on trouve a,, = 2" — 1 et b, =2 — 2™.

1 0 0
1. OnaTri=2" ~ )T+ (2-2"= 2" -1 2 0
2" —1 2" -1 1
Méthode 4 : Diagonalisation
12. On applique l'algorithme du pivot de Gauss-Jordan & la matrice augmenté (P|I5) ~p,

0-1 1
(I3]P~1). On trouve P71 = (} ! —01>

13. On calcul D = P71TP = (é g §> est une matrice diagonale.

14. On commence par remarquer que PDP~! = PP~'TPP~1 =T.
Init. n=00na 7% = I3 et PD°P~! = PP~ 1 = J,.
Hérédité Soit n € N tel que T" = PD"P~1.
Donc 7"t =T"T = PD"P~'PDP~! = PD"DP~! = pD"t1p—1

15. OnaT" = PD"P—1 = (31 31?) (6? 8)(?31 _11)
0 —-11 002™ 11 0

1 10 0 -1 1 1 0 0
:(—1—11)(1 1 4):(2"—1 2™ o),
0 —11/ \27 2™ ¢ 2" —12"—11

Probléeme IT: 1. Notons h(x) = ax + b. Pour =,y € R.
On a |h(x) — h(y)| = |(ax + b) — (ay + b)| = |a||x — y|. Donc h est |al-lipschitzienne.
2. Si f est M-lipschitzienne alors ’Vm, yel,|f(x)— fly)| < Mlx—y| ‘
Etudions la continuité en xg € I. Soit = € I au voisinage de x.
On a [f(z) — f(zo)| < M|z — zo| =4z, 0.
Donc par encadrement |f(z) — f(20)| 22—z, 0. Ainsi f(x) =2z, f(20)-
La fonction est continue en zg quelconque. Donc continue sur 1.

3. Les fonctions Arctan et sin sont de classe C° sur R. De plus pour € R, |Arctan’(z)| =

= < let |sin'(z)| = |cos(z)] < 1.

Donc d’apres
4. Soit z,y € I. On a |f(z) — f(y)| < L]z — y| = n—to0 O.

Donc f(z) = f(y) pour tout z,y € I i.e. f est une fonction constante.
5. Pour z,y € I, on a f(x), f(y) € J.

Donc |g(f(z)) = g(f(y))| < My|f(z) = f(y)| < MyMpl|z —yl.
Ainsi g o f est, par définition, M, M -lipschitzienne.

I'inégalité des accroissement finies ‘, ce sont des fonctions 1-lipschitzienne.

6. On combine les questions 1., 3. et 5.
On a Arctan o h : x — Arctan (ax + b) est 1 x |a| = |a|-lipschitzienne.
Et hosin: z — asin(x) + b est |a| X 1 = |a|-lipschitzienne.

7. On montre le résultat par récurrence sur n € N*.
Initialisation : pour n = 1, on a bien f est M-lipschitzienne.
Hérédité : Soit n € N* tel que f" est Mj-lipschitzienne.
On a f*t! = f?o f avec f(I) C I. D’aprés la question 5., avec ¢ = f™, on en
déduite que la composée est M. My-lipschitzienne. Ainsi on a bien f*t! est M}LH—
lipschitzienne.

8. De larelation f2 = fo f = f. On en déduit que pour tout n > 1, f* = f (I'application
f est idempotente pour la composition)
Donc, d’apres la question 7., f est (1/2)"-lipschitzienne pour tout n > 1.

En adaptant, la question 4., en remplacant la suite % par la suite 2%, on montre que
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f est constante. La synthese est triviale : Les fonctions constantes vérifient fo f = f
et sont (au moins) (1/2)-contractante car 0-lipschitzienne d’apres 1.

-2 0 -2
Probléme IIT: 1. (a) Par le calcul, on obtient A= [ 1 0 1 | puis A2 = —A.
1 0 1

Ainsi (—A)? = (—A) donc (—A) est .

On en déduit que (—A)™ = —A pour tout n > 1. Puis A" = (—1)"F1A.

(b) On montre sur n € N P'existence de a,, € R.

Initialisation n = 0 la valeur oy = 0 convient & M° = I3 + apA.

n = 1 par définition de A, on a M = I3 + 4A donc a1 = 4 convient.
Hérédité Soit n € N tel que M" = I3 + a,, A.

On a M" = M"M = (I3 + a, A) (I3 + 4A) par hypothese de récurrence
= I3+ (a, +4)A + 40, A% = I3 + (v, + 4 — 4a,) A car A2 = —A.

Donc ay41 = —3a,, + 4 convient.

(c) La suite (o, )n>0 est une suite ’arithmético—géométrique ‘ de raison —3 et de pre-
mier terme 0. Son point fixe [ € R vérifie | = —3[ 4+ 4 donc [ = 1.
Donc ay, — 1 = (=3)"(ap — 1). Puis o, = 1 — (=3)™.
—1+2(=3)" 0 —2+2(-3)"
Ainsi M"=I+(1—-(-3)MA= 1—-(-3) 1 1—(=3)"
1—(=3) 0 2—(=3)"

-1 0 -2
2. (a) L'équation M = 4B—3I3serésouten B=2(M+33)=A+l;=[ 1 1 1
1 0 2

(b) On a B? = B. Donc B est un | idempotent | On en déduit B™ = B pour n > 1.

(¢) Plusieurs méthodes possibles : adapter la question 1., utiliser la formule du binéme
de Newton, a ’aide d’un polynéme annulateur.

| Binome de Newton. | On a M"™ = (4B — 313)" = Y4, (*)(4B)*(=3L3)" % =
(3" Ty + 35, ()4 (~3)"*B = (<3 +[(4— 3" — (~3)"] .

’Polynéme Annulateur. ‘ On a B? = B donc 15 (M +3I5)* = (M +3I3). Puis 0 =
(M +31I3)? —4(M +31I3) = (M +3I3)(M —I3). Donc x(X) = (X +3)(X —1) est un

1 = Un bn
polynéme annulateur. On trouve M" = a,, M + b, I3 avec n + .
(=3)" = —-3a, +b,
3. (a) Ona MX = AX ssi (M — \3)X =0.
On résout le systéme homogene associé & M — \I3.
—7—A 0 -8
M — M3 = 4 1-A 4
4 0 5-—X
1—X2 1=X 1-=-2A
~r 4 1—A 4 avec L1 < L1+ Lo+ Lg
4 0 5-X
1 1 1
~p |4 1-X 4 avec Ly <~ L1 /(1 —X) si A # 1.
4 0 5—A
1 1 1
~T, 0 -3—-2X 0 avec LQ(—L2—4L1 et Lg(—L3—4L1.
0 —4 1-—A

Si A ¢ {1,—3}, on obtient, apres permutation de lignes et colonnes, un systéme
échelonné de rang 3. Donc 'unique solution est X = 0.
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Si A =1, le systeme est de rang 1, il admet des solutions non nulles (2 parametres)

Si A = —3, le systeéme est de rang 2, il admet des solutions non nulles (1 parametre)
(b) On a M (%) = (4_11121%1) et —3 (%) = (:gi)
1 da+5 1 -3
On résout le systeme de 2 inconnues et trois équations, on obtient a = —2 et b = 1.
(¢) De méme, on obtient des systémes & résoudre. Puis ¢ =0 et d = —1.
-2 0 -1
(d) OnaP=[1 1 0 |.On montre que (P|I3) ~p (I3]P~!) & I'aide du pivot
1 0 1
-1 0 -1
de Gauss-Jordan. On trouve P~' = [ 1 1 1
1 0 2
-3 0 0
(e) Le calcul des coefficients montre que D = P"'MP=| 0 1 0
0 0 1
(f) On montre par récurrence que pour tout n € N, M™ = PD"P~1,
(=3 0 0
Puis D™ = 0 1 0] car la matrice est diagonale.
0 0 1

—1+2(=3)" 0 —2+2(-3)"
Ceci montrer a nouveau M™ = 1—(=3)" 1 1—(=3)"
1—(=3) 0 2—-(=3)"
4. (a) Notons X,, = (:is ) Les relations de récurrence s’écrivent X, 11 = MX,,.

—14+2(=3)")uo+(—2+2(=3)" )wo
On montre par récurrence que X,, = M"Xy. Onen dedult ( (1=(=3)")uo+vo+(1—(=3)")wo >
“’” 1 (=3)")uo+(2=(=3)")wo

(b) On a up, = (=14 2(=3)™)ug + (=24 2(=3)™)wg = 2(—3)™(up + wo) — (up + 2wy)
avec (—3)™ diverge sans limite. Donc (u,) converge ssi uo +wp = 0.
De méme v, = (1—(=3)™)uo+vo+(1—(—3)™)wo = (up+vo+wo)—(—3)"(ug+wo)
converge ssi ug + wg = 0.
Et w, = (1= (=3)")uo+ (2 — (=3)")wo = (up + 2wp) — (—3)™(ug + wp) converge
ssi ug + wp = 0.
Donc les trois suites convergent ssi ug + wo = 0. Dans ce cas, les suites sont
constantes égales a leurs premiers termes.

Probléme IV : A. Propriété de continuité de f
1. On peut utiliser ’ I'inégalité des accroissements finies | a la fonction exp sur I'intervalle
[0,2] :
On obtient infjy ;) exp’ <

6

< sup)o, w] exp’.
Clest a dire 1 < f(x) < e* car mf[OJ] exp =e¥ =1et SUP[g 4] exp’ = e”
2. La fonction f est de classe C*° sur R* par opération.
Puis, pour = # 0, f(z) = 819;1 = 1oexp(x) —z—0 exp’(0) =1 par définition de la
dérivabilité. Ainsi f se prolonge par continuité en 0 avec f(0) =
3. La fonction exp est strictement convexe car exp” = exp > 0.
Donc ses taux d’accroissement sont strictement croissant.
En particulier f = 7p(exp) est strictement croissante sur R.
(z—1)e”"+1
fedle #1

Remarque : L’étude du signe de la dérivée f'(z) = donne une méthode
valide mais plus calculatoire. Le numérateur est n(x) = (z — 1)e® + 1 puis sa dérivée
n’(z) = ze® change de signe en 0. Ainsi n atteint un minimum en 0, et n(z) > n(0) =0
pour x # 0. Donc le numérateur et le dénominateur de f’ sont strictement positifs et
f est strictement croissante sur R.
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4. Lafonction f est strictement croissante et continue sur R. D’apres le’ Théoreme de la bijection continue |,

f : R — f(R) réalise une bijection. Le calcul de I = f(R) se fait via les limites en
+o0.
On a f(x) ~ps 400 S — +00 par croissance comparée.
Et f(2) ~o——00 = — 0T. Donc I =]0, +o0].
B. Convexité de f

5. Pour  # 0, f'(z) = (xflm)# puis f(z) = @2722%
Donc g(z) = (22 — 2z + 2)e® — 2.

6. La fonction g est C* sur R et ¢/(z) = 2% > 0.
Donc g est croissante et change de signe en 0 car g(0) = 0.
Ainsi g est négative sur R_ et positive sur R,.

7. Ona f"(z) = % avec 23 qui change de signe en 0 également.

Donc f”(x) > 0 pour z # 0. Puis f est convexe sur R.

Remarque : La convexité (comme la monotonie) est une propriété globale : si f est
convexe sur R — {0} et continue sur R alors f est convexe sur R.
Comme lorsque f est strictement croissante sur R — {0} est continue alors f est stric-
tement croissante sur R.

8. La fonction f’ est donc croissante sur R* et sur R* mais on ne sait pas si elle est

définie en 0. Toutefois d’apres le’ Théoreme de la limite monotone |, il existe des limites
a droite et & gauche en tous points. Ainsi f'(07) = limg+ f/ et f/(07) = limg- f’
existent et sont finie. En particulier la fonction est dérivable a droite et a gauche en 0.

C. Prolongement de la dérivabilité de f

9. Pour x # 0, on a :xf'(x) = (f”_lg)cﬂ et (x—1)f(z)+1= (z_l)(e:_l)ﬂﬁ = (m_lg):mﬂ.
Donc zf'(z) = (x — 1) f(x) + 1.
20 e® 1) (e o
10. Pour z # 0, f(2r) = <574 = (== “)f(:)f(z)T“. .
Donc £(20) — £(2) = () (S5 — 1) = 225 — 1) = L f (@)

f2z)—f(2) _ (f(»)*
x 2
11. On reconnait des expressions de taux d’accroissement dans la question 10. mais la

question 8. nous invite a calculer séparément limite a droite et a gauche.

On peut écrire f(zm);f(m) = f(2m)$—f(0) - f(m);f(o) = 279(f)(22) — 1o(f)(x) —uryor
2f/(0%) = f/(0F) = f(07F).

De méme M —e_o- J(07).

Ainsi

2
Et d’autre part, f(m);f(x) = f(g) —2—50 3 par limite épointée (gauche/droite inutile).

Ainsi par unicité des limites, on obtient f/(0%) =1 = f/(07). Donc f est dérivable en

0 avec f'(0) = 1.
12. La question 9. permet d’écrire f'(z) = % = f(x) — % —em0 1— 3 = 3.

Donc f'(x) =40 f'(0) et f’ est continue en 0. Donc f est de classe C! sur R.
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