TD 17 - Corrigé

-1 1 0
, L . s N . 1 -1 0
Exo 1: a) L’application est bien linéaire et associée a la matrice 1 0 1
0o -1 1
b) On note B = (fi, fa, u(e1), u(ez2)).
1 0 -1 1
01 1 -1 —
On calcul rg(f1, fa,u(er),u(e2)) =rg 00 -1 017 4 = CardB = dimR*.
00 0 -1

Donc la famille est une base de R*.

c) On a uer) = (%)B,u(eg) - <(8)>87u(63) - (%) = —uler) — u(es) = <_81>B.

1

0 0 O

. 0 0 O

Donc la matrice est 10 -1
0 1 -1

Exo 2 : OnaPz{(zgy) pour z,y € R} = Vect [((1)) ,( (1)1>] = Vect (uq1,ug).

Et D= {(—iw) pour x € R} = Vect (%1) = Vect (u3).

Puis B = (u1, uz, us) est une base de R3 car la base canonique (e1,e2,e3) est engendré par
les relations :

€y = U1 —U3,E3 = €2 — U2 = U]l — U — U3 et €1 :ul—€3ZUQ+U3.

Puis R3 = Vect (uq, ug,u3) = Vect (uy,uz) & Vect (uz) = P& D.

La symétrie s par rapport & P le long de D est donnée par s(u1) = ug,s(uz) = ug et

s(ug) = —us.
Donc s(e1) = ug — uz = (:2;) ,s(e2) = up +uz = (—21) et s(es) = up —ug + uz = (—22)
-1 2 2
Donc la matrice de la symétrieest | 2 -1 —2
-2 2 3
1 -1 0
Exo3: a) Ona Matg,(u)y=(-2 2 0
0 0 2
1 -1 0 1 -1 0
b) On résout le systéme associé & la matrice [ =2 2 0| ~, [0 0 1
0 0 2 0 0 0

Donc Keru = {(%) pour y € R} = Vectr (é)

On a Imu = Vect g (w1, we, wsy) = Vect (wy,w3) car 0 = f (é) = w; + wy fournit une
relation de liaison.

¢) Les ensembles Ker(u) et Im(u) sont des sous-espaces vectoriels de dimensions complé-
mentaires 1 + 2 = dimR3.
Puis pour z € Ker(u) NIm(u), on a z = aw; + bwy = (é%l) avec a,b € R. Puis
0 = u(x) = awy — 2aws + 2bws = 3aw; + 2bws donc a = b = 0 car la famille (wq, w3)
est libre.
Donc R? = Keru @ Imu.

d) On sait déja que f = id — u est une application linéaire en tant que combinaison
linéaire. “
Puis z = (l;) € Kerf ssi f(z) = 0ssi u(x) = x ssi awy + bws + cws = aey + bea + ces
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a—>b =a
ssi (—&Zﬁ%) = (Z) ssi< —2a+2b =bssia=b=c=0ssiz=0ps.
2 ‘ 2c =c
Donc Keru = {0} et f est un endomorphisme injectif donc un automorphisme par
dimension.

Exo4: a) On a deg P, =k donc la famille B est libre car échelonnée en degré.

De plus Card(B) = n + 1 = dimgR,,[X].
Donc par dimension B est une base de R, [X].

b) Ona Py(X) = (X —a)* = 520, (5) X'(~a)*

1 —a a*> —a® ... (—a)™
0 1 —2a 3a® ... n(-a)"!
Donc Matlg,go = .
: 0 ", . :
0 ... 1
Réciproquement X* = [(X —a) +a]* = Zf:o (f) (X —a)iab~t = Zf 0 ( )a* T P(X).
1 a a d° a™
1 2a 3a? na™ !
Donc Matp, 5= | . . . meéme matrice sans les signes.
: 0 . .
0 . 1
1 -6 12 -8
. 0 1 -4 4 _
¢) L’inverse est donc 0 0 1 _9 (avec a = 2)
0 O 0 1
Exo5: a) Onaf(%):2(é)+1(—il> = (fl

Exo 6

Exo 7 :

1

0

b) Ona f(3X +4) = 47(1) + 3£(X) = 4§
=4(1+3X?) +3(2— X +4X?) =10 — 3X +24X2.

11 1
: La matrice de f dans la base canoniqueest A= {2 6 0
0 2 -1
Le noyau se détermine avec la résolution du systeme homogene :
1 1 1 1 1 1
A~p |0 4 =2~ |0 2 -1
0 2 -1 0 0 O

w

=3
Donc Kerf:KerA:{( 2yy) pouryER}:VectR( )
y

PuisImf = ImA = Vectg (f(e1), f(e2), f(es)) == Vectr (f(e1), f(e3)) = Vect g (((21)) , (i))
car0=f (23) = —3f(e1)+f(e2)+2f(e3) et donc f(ez) = 3f(e1)—2f(es) sont coplanaires.

a) Pour P € R(X], on a deg(u(P)) < max(deg(P(X)),deg(P(X + 1))) < 3 d'ott
u(P) € Ry[X].

Puis pour P, P, € R3[X] et A € R.

Onau(PL+AR) =(PI(X+1)+2AP(X+1) - (PA(X)+ A\P(X) =P (X +1) —
Pl(X) + /\(PQ(X + 1) — PQ(X)) = U(Pl) + )\’U,(PQ) Donc u € ER(R;},[X])

Puis By = (1, X, X2, X3) est la base canonique.
Onau(l)=1-1=0,u(X)=(X+1)-X=1.

Puis u(X?) = (X +1)2 - X?=2X+1let u(X?) = (X +1)3 - X3 =3X2+3X + 1.

—~ e
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01 11
. . 00 2 3
Donc la matrice dans la base canonique est A = 000 3l
0 0 0 O
b) On a Imu = Vectg(0,1,2X + 1,3X% + 3X + 1) = Vectr(l, X, X?) = Ry[X] de

dimension 3.
Le noyau est de dimension 1 par le thm du rang et contient 1 car u(1) = 0. Donc
Keru = Vect gl = Ro[X] les polynémes constants.

¢) On sait que u” est représentée par A*.

00 2 6 000 6

00 0 6 000 0
2 __ 3 _
OrA%=1o 0 0 o4 =10 0 0 0

000 0 000 0

t Keru® = R3[X].
= Vect (1, X, X?) = Ry[X].

Puis pour tout k& > 4, A¥ = 0 donc u* =0
Puis Keru? = Vect (1, X) = R;[X] et Keru
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