Chapitre 10

CALCUL MATRICIEL - SYSTEMES
LINEAIRES

Dans tout le chapitre, K = R ou C.

I Calcul matriciel
1 Définitions

Une matrice de type (ou de taille) (n,p) & coefficients dans K est une famille (a; j)1<i<n d'éléments de K (on
1<y<p
écrira souvent a,; au lieu de a; ;). On la représente sous forme d’un tableau rectangulaire :

a1 ai12 e A1p

a21 as2 ce. Q2p
A =

ap1 An2 ... Qnp

On note M, ,(K) l'ensemble des matrices de type (n,p) sur K. Deux matrices sont égales si elles ont les mémes
coefficients.

Une matrice ligne est une matrice de type (1,p) : A = (an aiz ... alp) .

ail

az1
Une matrice colonne est une matrice de type (n,1) : A=

an1

La matrice nulle de M,, ,(K) est celle dont tous les coefficients sont nuls. On la note 0,, , ou simplement 0 s’il n’y
a pas d’ambiguité.

ail Qin
Une matrice carrée d’ordre n sur K est une matrice de type (n,n) sur K : A = (a;5)1<i,j<n =

anl Ann
On note M,,(K) I'ensemble des matrices carrées d’ordre n sur K (donc M,,(K) = M,, »,(K)).
La diagonale de A € M, (K) est la famille (aj1,as9,...,an,). La trace de A est la somme des coefficients de la

diagonale. On la note Tr A :
TI‘A = all —|—Cl22 4+ ... —|—a7m.

Une matrice carrée est diagonale (respectivement triangulaire supérieure, triangulaire inférieure) si elle est de
la forme :

a1 0 N 0 a1 a1 ... A1n a1 0 . 0
0 ag2 . . 0 a9 . . as1 Qa99
9
0 L i Do 0
0 ... 0 ann o ... 0 Ann pl  --- Qpn—1 Gnn

respectivement.

2 Addition et multiplication par un scalaire

On définit une addition + sur M,, ,(K) : si A = (a;j)1<i<n €t B = (bij)1<i<n, on pose :
1<j<p 1<j<p

A+ B = (ai; + bij)igign-
1<)

J<p



b o (1 23), (3 4 6Y_(4 609
arexemplie, {1 4 5 3 0 —-1) " \-4 4 4)

On définit une multiplication par un scalaire . sur M,, ,(K) : si A = (ai;)1<i<n €t que a € K, on pose :
IS

a A= (aaij)lgign.
b

1<j<p
1 2 3 6
Par exemple, 3 | 4 5 | =112 15
-1 -3 -3 -9

Proposition 1
(1) L’addition est commutative : VA, B € M, ,(K),A+ B =B+ A.
(ii) L’addition est associative : ¥V A,B,C € My ,(K),(A+B)+C=A+(B+0C).
(11t) La matrice nulle 0 est élément neutre pour + : VA € M, ,(K),A+0=0+ A= A.
(iv) Toute matrice A = (a;;) admet pour opposé la matrice —A = (—a;;) : A+ (—A)=—-A+A=0.
(v) Soient A,B € M,, ,(K) et o, 5 € K. Alors :
(a) 1.A = A.
(b) a.(B.A) = (af).A.
(c) (a+pB). A=A+ B.A.
(d) a.(A+ B) = a.A + a.B.

Démonstration : Vérifications immédiates. [J
3 Produit matriciel
e DEFINITION

Définition 1 Soient A = (ai;)1<isn € Mup(K) et B = (bji)1<j<p € Mp,q(K). La matrice produit des matrices
Isysp 1<k<q
A et B est la matrice A X B = (¢ik)1<i<n € Mp¢(K) définie par :
1<k<q

p
Vi e {1,...,71}, Vk e {1,...,q}, Cik, = Zaijbjk.
j=1

On notera que pour pouvoir calculer A x B, le nombre de colonnes de A doit étre égal au nombre de lignes de B, et
que le produit d’une matrice de type (n,p) et d’'une matrice de type (p,q) donne une matrice de type (n,q). Pour le
calcul on pourra utiliser la disposition suivante :

b1k
bax

bpk

p
Cik = bk + ai2bop + ...+ aipbpr = E ai;jbjk.
=1

1 1 -2 4 0

Exemple : Soient A = 4 et B=| 5 1 =2 3 |.Alors AB =
2 03 -2 0 1 -3

-4 3 -2 -9
-4 -4 11 -9



-1 1 4 -4 3 -2 -9
2 0 3 -4 -4 11 -9
Remarques :
1) La j¢ colonne de AB est le produit de A par la j¢ colonne de B.

2) La i ligne de AB est le produit de la ¢ ligne de A par B.

3) Si X est une matrice colonne, AX est une combinaison linéaire des colonnes de A. Plus précisément, si on note
Z1

C1,...,Cp les colonnes de A et que X = | : |, alors AX =2,Cy +... +2,C).

Tp

o ASSOCIATIVITE

Proposition 2 Soient A € M, ,(K), B € My, 4(K) et C € My, (K). Alors :
(AxB)xC=Ax(BxC).

Démonstration : Soient A = (ai;)1<i<n, B = (bjk)

1<i<p €t C = (ki) 1<h<q-
1<5<p 1<k<

q 1<IKr

p
Alors AB = (dik)lgign ou djp = Zaijbjk et BC = (e]-l)

q
<j<p O ejr = D bjpck.
1<k<g << =

1
j=1 1 T

q D
Ainsi (A x B) x C = (fu)1<i<n ot fu = D dixcrr et Ax (B x C) = (gi)1<i<n OU gt = Y _ aije;i.
180, = 1<<r

J=1
q P q P P q q
Alors, pour tous 4,1, f;; = Z aijbjk Crl = Z aijbjkckl et g, = Z aij <Z bjkckl> = Z ( aijbjkckl>.
k=1 \j=1 k=1 \j=1 j=1 k=1 j=1 \k=1
En intervertissant les signes sommes, on obtient le résultat voulu. [J
e BILINEARITE
Proposition 3 Le produit matriciel est bilinéaire :
(A1+A2)XB:A1XB+A2XB
(@A) x B=a(A x B)
AX(Bl+B2):AXBl+AXBQ
A x (aB) = a(A x B)
Démonstration : Faire les calculs. O
e ELEMENT NEUTRE
1 0 0
e ey .. e s 1 . o 1 .
Définition 2 On appelle matrice identité d’ordre n et on note I, la matrice € M, (K).
N
0o ... 0 1

On définit le symbole de Kronecker ou delta de Kronecker par d;; = 1si ¢ = j et 0 sinon. Alors I, = (0i;)1<i,j<n-
Proposition 4 Soit A € M, ,(K). Alors :

AxI,=1,x A=A

P n
Démonstration : A X Ip = (Cik)léién ou Cik — E (lij(sjk = a;i et In X A= (dik)léign ou dzk = E 6ijajk = Q- O

1<k<p = 1<k<p =

Définition 3 On appelle matrice scalaire une matrice de la forme \I,, ou A € K.



e LE PRODUIT MATRICIEL N’EST PAS COMMUTATIF

Soient A € M,, ,(K) et B € M, ,(K) deux matrices. A-t-on AB = BA?

— Si n # q alors on ne peut pas calculer BA.

— Si n = ¢ mais que n # p, alors AB € M,,(K) alors que BA € M,(K) : on ne peut donc pas avoir AB = BA.

— Sin =p = q, alors AB et BA sont de méme type, mais elles ne sont pas forcément égales. Par exemple, si
0 1 4 5 6 7 10 19
A= (2 3> et que B = <6 7), alors AB = <26 31) et BA= <14 27).

e LE PRODUIT MATRICIEL N’EST PAS INTEGRE

0 1

0 0), alors AB = 0.

L’égalité AB = 0 n’implique pas que A = 0 ou B = 0. Par exemple, si A = B = (

e PRODUIT DE DEUX MATRICES DIAGONALES OU TRIANGULAIRES

Proposition 5 Le produit de deuz matrices diagonales (resp. triangulaires supérieures, resp. triangulaires inférieures)
est une matrice diagonale (resp. triangulaire supérieure, resp. triangulaire inférieure).

Démonstration :
n

Soient A = (as;)1<i,j<n € B = (bij)1<i,j<n deux matrices carrées. Alors AB = (¢jk)1<i,k<n Ol Cij = Zaijbjk~

=1
Supposons que A et B sont diagonales, i.e. que a;; = b;; = 0si i # j. Alors, si i # k, on a ¢;;; = 0 car, pour tout j, on a a;; = 0 ou b =0,
d’ott a;;bj; = 0. La matrice AB est donc diagonale (noter que si ¢ =k, ¢j; = ai;bii).

Supposons maintenant que A et B sont triangulaires supérieures, i.e. que a;; = b;; = 0 si ¢ > j. Alors, si ¢ > k, on a ¢;; = 0 car, pour
tout j, on a i < j ou j < k, donc a;; = 0 ou bj; =0, d’olt a;;b;; = 0. La matrice AB est donc triangulaire supérieure (sii =k, on a aussi

¢ii = a4ibi;). Le raisonnement est analogue pour les matrices triangulaires inférieures. O

Remarque : On voit que, dans les trois cas, les termes diagonaux du produit sont les produits des termes diagonaux
des matrices de départ.

e PUISSANCES D’UNE MATRICE CARREE

Définition 4 Soit A € M, (K). On définit par récurrence les puissances successives de A par A° = I et, pour tout
neN, A"t = A" x A.

Remarques :

1) Le produit matriciel n’étant pas commutatif, (AB)™ et A™B™ ne sont pas toujours égales.

2) De méme, pour calculer (A + B)™, on peut utiliser la formule du binéme de Newton ¢ condition que les matrices A
et B commutent.

Exercice 1 Calculer A™ pour tout n € N* dans chacun des cas suivants :

111 010 2 1 0 2 1 1
A=|1 1 1| ;4A4=10 0 1] ; 4=(0 2 1] ; A=[1 2 1
11 1 00 0 00 2 11 2

4 Matrices inversibles
Définition 5 A € M,,(K) est inversible s’ existe B € M, (K) telle que :

AxB=1,
BxA=1I,

On dit alors que B est la matrice inverse de A et on la note A™1.
L’ensemble des matrices inversibles de M,,(K) est appelé groupe linéaire d’ordre n sur K et noté GL,(K).

Remarques :

1) Si B existe, elle est unique. En effet, si AB = BA = I et que AC = CA = I, alors BAC = IC = C et
BAC = BI = B donc B =C.

1
2) On n’écrira jamais 1 3 la place de A™1.



3) Si A est inversible, alors A~! aussi, et (A7!)7! = A.
4) La matrice identité I,, est inversible et It = I,, car I, x I, = I,,.

5) La matrice nulle n’est pas inversible puisque 0 x B = B x 0 = 0 pour toute matrice B. Plus généralement, si
I'une des lignes (resp. 'une des colonnes) de A est nulle, alors A n’est pas inversible. En effet, dans ce cas, pour toute
matrice B, la ligne (resp. la colonne) correspondante de AB (resp. de BA) est nulle aussi donc on ne peut pas avoir
AB =1, (resp. BA=1,).

6) Si les matrices A et B sont inversibles, alors AB aussi, et (AB)~! = B71A7Ll. En effet, (AB)(B71A71) =
ABB YA ' = AILA7' = AA~1 = [,, et de méme (B~'A1)(AB) = I,,.
Proposition 6 Soient A, B € M, (K). Alors AB = I,, si et seulement si BA=1I,,.

Pour montrer qu’'une matrice A est inversible, il suffit donc de trouver B telle que AB = I, ou telle que BA = I,,. Ce
résultat est admis pour l'instant.

5 Matrices élémentaires

Définition 6 Soit (i,7) € {1,...,n}x{1,...,p}. La matrice élémentaire E;; est la matrice dont tous les coefficients
sont nuls sauf celui d’indice (i,j) qui vaut 1.

Parexemple,sin:2etp:3onaE11:<(1) 8 8>,E12:(8 (1) 8),E13:<8 8 (1)>,E21:<(1] 8 8),

000 000
E22<0 1 0> etEB(o 0 1>'

Proposition 7 Toute matrice de M,, ,(K) s’écrit de maniére unique comme combinaison linéaire de matrices élémentaires.
On dit que la famille (Eij)lgi‘gn est une base de M,, ,(K).

1<isp
Démonstration :

Toute matrice A = (a;5) de My, ,(K) peut s’écrire sous la forme A = Z aijEij, et si Z XijEij = ZMijEij alors A\g; = ;5 pour tout
@, %, i,
(i,5) € {1,...,n} x{1,...,p}. O

Par exemple, toute matrice A = (a;;) de M2 3(K) s’écrit de maniére unique :

a1 a1z aiz\ 1 0 0 01 0 0 01 0 00 0 0 0 0 00
<a21 a2 a23> —m (0 0 0> e (0 0 0) s <0 0 0) an <1 0 0> a2 (0 1 0) a2 (0 0 1) '
Proposition 8 Soienti € {1,...,n}, j,k€{1,...,p} etl € {l,...,q}. Ona

EiiEy = 06Ey.

Démonstration : (Faire un schéma)

Toutes les lignes de E;; sont nulles sauf la i, donc il en est de méme pour E;; Ey;, et toutes les colonnes de Ey; sont nulles sauf la [¢, donc
il en est de méme pour E;; Ey;.

Ainsi le seul coefficient éventuellement non nul de E;; Ej; est celui d’indice (¢,1). Or ce coefficient est le produit de la i€ ligne de E;; (qui
contient un 1 en j¢ position) et de la l¢ colonne de Ej; (qui contient un 1 en k€ position). Il est donc égal & 1 si j = k et nul sinon.

Ainsi EijEkl = Eil si ] =ket EijEkl = 0 sinon. OJ

6 Transposée d’une matrice

Définition 7 Soit A € M,, ,(K). La matrice transposée de A est la matrice de M, ,(K) dont les lignes sont les
colonnes de A. On la note AT ou 'A.

CoA T _ \ _
Si A = (aij)i1<ign, alors A = (a45) 1<i<p OU @ = ajs.
1<j<p 1<j<n

1 2 3

Exemple : Si A = <4 5 6

1 4
>, alors AT =12 5
3 6

Proposition 9 Soient A,B € M, ,(K) et o, € K. Alors :

(A+B)T = AT + BT
(@A)l = aAT



Démonstration : Immédiat. [
Proposition 10 Soient A € M,, ,(K) et B € M,, ((K). Alors :
(Ax B)T =BT x AT,

Démonstration :
P

p
Soient A = (aij)léién et B = (ka) 1<j<p . Alors AB = (Czk)l<z<n ou cjp = Za” ks et (AB) ('sz) 1<i<q ou Yk = Cki = Zakjbji'
1<j<p 1<k<q 1<k<gq =1 1<k<n =

P

T T _ — E —
<q ou B]k = bk], donc BY x A (5zk) 1<igq avec 5ik = ﬂijoc]'k =
<p 1<k<n j=1

D’autre part AT = (aij)1<igp Ol a4 = aj; et BT = (Bjk)

1<
1<5<n 1<

J
k

Zb jiak; = Yik- On a donc (A x B)T =BT x AT. O
j=1

Proposition 11 Soit A € M,,(K). Si A est inversible, alors AT aussi, et :
(A7) = (4"
Démonstration : A x A1 = A~ x A=1,donc (Ax A~)T = (A1 x A)T =17, soit (AT x AT = AT x (A—HT =1.0
7 Matrices symétriques et antisymétriques

Définition 8 Soit A € M, (K). On dit que A est symétrique si AT = A. On dit que A est antisymétrique si
AT = —A.

On notera S, (K) I'ensemble des matrices symétriques et A, (K) Pensemble des matrices antisymétriques.

1 3 2 0o 3 =2
Exemple : A= |3 0 4] est symétrique, B=|—-3 0 4 | est antisymétrique.
2 4 7 2 -4 0
Remarques :
1) A = (aij)1<i,j<n €St symétrique si et seulement si a;; = a;; pour tous 4, j € {1,...,n}. Elle est antisymétrique si et
seulement si a;; = —a;; pour tous 4,5 € {1,...,n}.
2) Une matrice antisymétrique n’a que des 0 sur sa diagonale (car a;; = —a;; pour tout ¢ € {1,...,n}).

Proposition 12 Toute matrice carrée se décompose de maniére unique comme somme d’une matrice symétrique et
d’une matrice antisymétrique.

Démonstration :

On raisonne par analyse-synthese. Soit M € My, (K).

Analyse : Supposons que M = S 4+ A ot1 S est symétrique et A antisymétrique. Alors M7 = ST + AT = § — A, donc en additionnant et
soustrayant on obtient S = %(M +MT)et A= %(M - MT).

Synthese : Soient S = %(M—i—MT) et A= %(M—MT). Alors ST = %(MT—&—M) = 3, donc S est symétrique, et AT = %(MT — M) =-A,
donc A est antisymétrique. De plus on a immédiatement S+ A = M. O

1 2 : 1 2 0o -1
Exemple : Pour M = ,onobtient S=1(5 2|et A=, 2.
3 4 5 5 0

S

II Systemes linéaires
1 Définitions

Définition 9 Un systéme linéaire de n équations a p inconnues a coefficients dans K est un systéeme
d’équations de la forme :
a1121 + ...+ apTy, = by
a21%1 + ... + Q2pxp = by
(%)
121 + ..+ AppTp = by

ot les a5 et les b; sont des éléments de K donnés et les x; sont les inconnues.

Une solution de (X) est un p-uplet (x1,...,xp) € KP pour lequel toutes les égalités sont vraies. On dit que le systéme
est compatible s’il a au moins une solution, sinon on dit qu’il est incompatible.

On dit que le systéme est homogeéne ou sans second membre si by =... =0, =



a1 ... G1p b1 o
Posons A= | Dl eMup(K),B=1]:]etX=| ! [.Encalculant AX on voit que :
n1 .- Qpp bn Lp
(x1,...,2p) solution de (¥) & AX = B.
On dit que A est la matrice de (X).

Proposition 13 Soit (X) un systéme linéaire. Soit (L) le systéme homogéne associé. Si (X) posséde une solution,
alors on obtient toutes les solutions de (X) en additionnant & cette solution les solutions de (Xo).

Sous forme matricielle : si le systeme AX = B est compatible, alors ses solutions sont les Xy + Y, out X est une
solution particuliere et ou Y parcourt I’ensemble des solutions du systeme homogene associé.

Solution générale de (X) = solution particuliére de (X) + solution générale de (%)

Démonstration :

On considere le systéme sous forme matricielle AX = B avec A € My »(K) et B € My, 1(K). Soit Xo € Mp 1(K) telle que AXg = B.
Alors, pour tout X € My, 1(K), on a :

AX =B & AX = AXg & A(X — Xo) =04 X — X solution de (Xo).
Par conséquent, X est solution de (X) si et seulement s’il existe une solution Y de (Xg) telle que X = Xo +Y. O
Remarques :

1) Le systeme AX = B est compatible si et seulement si B est combinaison linéaire des colonnes de A.

2) Un systeme homogene est toujours compatible puisque (0, ...,0) est solution.

2 Opérations élémentaires

Définition 10 Les opérations élémentaires sur les lignes d’un systéme linéaire ou d’une matrice sont :

(1) Uéchange de deux lignes L; et L; (noté L; <+ L;),

(#) la multiplication d’une ligne L; par un scalaire non nul A (notée L; < AL;),

(111) Uajout a une ligne L; du produit d’une autre ligne L; (avec j # i) par un scalaire A (noté L; <— L, + AL;).
Proposition 14 Si on applique une de ces opérations a un systeme, l’ensemble de ses solutions ne change pas.

Démonstration :

11 suffit de voir que toutes ces opérations sont réversibles : si on a échangé deux lignes d’un systéme, il suffit de les échanger & nouveau
pour revenir au systéme initial. Si on a multiplié une ligne par A # 0, il suffit de la multiplier par 1/X. Si on a ajouté AL; & la ligne L;, il
suffit de lui retrancher AL;. O

Définition 11 Les matrices de transposition (resp. de dilatation, resp. de transvection) sont les matrices de
formes respectives :

1 1 1

T = D= A Tijx =

ot i# j et X\#0 dans D; y.

On obtient la matrice T;; en échangeant les i¢ et j¢ lignes de la matrice identité I,,, on obtient la matrice D; \ en
remplacant le 1 de la ¢ ligne de I,, par A, et on obtient la matrice T; ; » a partir de /,, en remplagant le 0 situé a
I’intersection de la i€ ligne et de la j¢ colonne par A.

Proposition 15 Soit A € M,, ,(K).
(i) Echanger les lignes L; et Lj de A revient a la multiplier a gauche par Tj;.
(i1) Multiplier la ligne L; de A par X\ revient a la multiplier & gauche par D; ».

(iii) Ajouter a la ligne L; de A le produit de la ligne L; par X\ revient a la multiplier & gauche par T; ; x.




Démonstration :

Soit A = (alm) 1<I<n -
1<m<p

(i) Soient i,7 € {1, .. .,TL} avec i # j. On a T;; = (tkl)lgk,lgn ol tpr = 1sik#1,j, tijj =tj =1 et tg; = 0 sinon.
n
Alors Tjj A = (bgm) 1<k<n avec by, = Ztklalm. Si k =i, le seul terme non nul de cette somme est ¢;ja;jm = ajm. De méme, si k = j, le
1<m<p =
seul terme non nul est t;;a;m = @im. Sinon, le seul terme non nul est txgarm = agm. Le résultat s’ensuit.
(ii) Soient i € {1,...,n} et A€ K. On a D; x = (dgi)1<k,i<n O dip, = 1 si k #4, 4, di; = A et dj; = 0 sinon.
n

Alors Dj xA = (bkm) 1<k<n avec by = Z dg1apm - Si k = i, le seul terme non nul de cette somme est d;;a;m = Aaim. Sinon, le seul terme
1<m<p =1

non nul est dgrArm = Qgm-
(ili) Soient 7,5 € {1,...,n} aveci# jet A€ K. On a T; j x = (tk1)1<k,i<n OU ki = 1 pour tout k, t;; = X et tg; = 0 sinon.
n

Alors T; j A = (bkm) 1<k<n avec by = E triQym- Si k = 4, la somme devient t;;a;m + tijajm = Gim + Aajm. Sinon, le seul terme non
1<m<p Pt

nul est tgrpQpm = pm- O

Corollaire 16 Les matrices T;;, D; x (avec A # 0) et T; j » sont inversibles et leurs inverses sont respectivement T;;,
Di,l//\ et Ti,j,—/\-

Démonstration : D’apres la proposition précedente on a Tfj =1, DiADi1/x = Di1aDix=1et T; j\T; j—x =T j,-2Tijx=1. O

Remarque : On peut définir les opérations élémentaires sur les colonnes d’une matrice : échange de deux colonnes,
multiplication par un scalaire non nul, ajout a une colonne d’un multiple d’une autre colonne. On a alors des résultats
analogues a ceux concernant les lignes : les opérations C; <» C;, C; += AC; et C; < C; + AC); se traduisent matriciel-
lement par la multiplication a droite par T;;, D; x et T} ; x respectivement.

3 Méthode pratique de résolution

La méthode générale pour résoudre un systeéme linéaire est la méthode du pivot de Gauss (inutile d’apprendre par
cceur l'algorithme suivant, il faut simplement savoir appliquer en pratique).
Soit A = (a;;)i1<ign € My p(K) la matrice du systeme.
1<i<p
1. On pose [ = 1.
2. Pour k allant de 1 an—1:

— On commence par chercher le pivot. Soit A’ = (ai;)k<ign. S1 A’ est nulle, on arréte I’algorithme. Sinon, soit
I<j<p
C; la premiere colonne non nulle de A’. On choisit dans C; un élément non nul a;; qui sera le pivot. On échange si

nécessaire les lignes Ly et L; du systéme afin que le pivot soit en position (k, 7).
aij

— On élimine les coefficients situés sous le pivot, en appliquant au systéme 'opération élémentaire L; < L; — Ly,

(27
pour i compris entre k + 1 et n.

— On posel=j+1.

On obtient ainsi un systeme échelonné, i.e. tel que :
— si le premier membre d’une ligne est nul, les premiers membres des lignes suivantes le sont aussi,

— a partir de la deuxiéme ligne, dans chaque ligne non nulle, le premier coefficient non nul a partir de la gauche
(le pivot) est situé a droite du premier coefficient non nul de la ligne précédente.

20 -5y —3z2+Tt=2
Par exemple, le systeme (X)) : 4z — 3t = —7 est échelonné. Les pivots sont en gras.
2t=1

Les inconnues principales d'un systéme linéaire échelonné sont celles dont un des coeflicients est un pivot. Les
inconnues non principales sont appelées inconnues secondaires ou parameétres.

Dans I'exemple ci-dessus, les inconnues principales sont x, z et t, alors que y est une inconnue secondaire.

La résolution d’un systeme linéaire échelonné est tres simple. Le systeme est compatible si et seulement si, pour toutes
les équations dont le premier membre est nul, le second membre est nul également. Ensuite, la résolution se fait en
exprimant les inconnues principales en fonctions des inconnues secondaires, en commencant par la derniere équation
non nulle et en remontant dans les équations précédentes.



Exemple : Le systéme (X)) ci-dessus est compatible et on a :

20— by — 32+ Tt =2 20— 5y — 32+ Tt =2 x=—45/16 + (5/2)y
(%) = 4z —3t=-7 & p=-11/8 &4 2=-11/8
t:1/2 t:1/2 t:1/2

L’ensemble des solutions de (X) est donc {(—45/16 + (5/2)y,y, —11/8,1/2) |y € R}.

Exercice 2 Résoudre les systemes suivants :

_ 20 4+y+2=3 r—4dy—2=3 r—4dy—z2=3
{Zii—gy:f ; r—y—z=1 ; 2r—y—2z=1 2r—y—z=1
y= 3r—y+22=4 3r+2y—2=>5 3r+2y—2z=-1

4 Application : calcul de I’inverse d’une matrice

e CALCUL DE A~! PAR RESOLUTION DU SYSTEME AX =Y

Proposition 17 Soit A € M,,(K). Les propositions suivantes sont équivalentes :
(i) A est inversible.

(i1) Pour tout Y € M, 1(K), le systéme AX =Y a une solution unique.

(i1i) Pour tout Y € My, 1(K), le systéme AX =Y a au moins une solution.

Démonstration :

(i) = (#3) : Si A est inversible, alors, pour tout Y € My 1(K),ona: AX =Y & X = A~lY.

(#4) = (4t%) : Immédiat.

(#i1) = (i) : Supposons que, pour tout Y € M,y 1(K), le systtme AX =Y a au moins une solution. Considérons, pour ¢ € {1,...,n}, la
matrice Y; € My, 1(K) ayant un 1 dans la i€ ligne et des 0 ailleurs. Soit X; une solution du systeme AX = Y;. Alors la matrice B € My (K)
dont les colonnes sont X1, ..., X, vérifie AB = I, (cf remarque 1 apres la définition du produit matriciel). D’aprés la proposition 6, on en

déduit que A est inversible. [J

Ainsi, pour montrer qu'une matrice carrée A est inversible et déterminer A~!, il suffit de résoudre le systéme linéaire
AX =Y (ou X = (331 Ty ... xn)T et Y = (y1 Yy ... yn)T) : si, pour tout Y, ce systeme admet une solution
(qui est donc unique), alors A est inversible et ’équivalence AX =Y < X = A~'Y permet d’obtenir A~1.

Exemple : Soit A = 3 -1 . Soient X = (“*) et Y = (Y'). Alors :
5 =2 T2 Y2

AX =y e ) St1—22=y Jae=3ui-y | #2=5-3p [ a=2-y
ST1 — 272 = Yo —r1+2y1 = Y2 T1 =21 — Y2 Ty = 5Y1 — 3y2
Le systéme admet une solution unique, donc la matrice A est inversible. De plus le dernier systéme correspond a

2 -1 3 -1 2 -1 1 0
54 s _A—-1 —1 _ /o 5 . _ o
Iégalité X = A=Y, donc A~' = (5 _3). On peut vérifier que 'on a bien (5 _2> X (5 _3> = (0 1) =I.

1 2 2 2 -1 -2
Exercice 3 Les matrices A=|-1 3 1|etB=|-3 5 2 | sont-elles inversibles 7 Si oui, calculer leurs
2 =2 1 -2 —6 4

inverses.
e CALCUL DE A™! PAR LA METHODE DU PIVOT
Proposition 18 Soient A et M deux matrices carrées. On suppose que A est inversible. Alors :

M inversible & AM inversible & M A inversible.

Démonstration :

On a vu que le produit de deux matrices inversibles est inversible, donc si M est inversible alors AM et M A aussi. Réciproquement, si AM
est inversible, alors M = A~Y(AM) aussi, et si M A est inversible, alors M = (MA)A~! aussi. O

Proposition 19 Les opérations élémentaires sur les lignes ou les colonnes d’une matrice ne modifient pas son inver-
sibilité.



Démonstration :

On a vu qu’appliquer une telle opération élémentaire & une matrice revient a la multiplier & gauche ou a droite par une matrice de

transposition, de dilatation ou de transvection. Or ces matrices sont inversibles. La proposition précédente permet de conclure. [J

Proposition 20 A € M, (K) est inversible si et seulement si on peut la transformer en I, par une succession
d’opérations élémentaires.

Démonstration :

On admet le sens direct qui est une conséquence de l'algorithme du pivot de Gauss. Le sens réciproque est une conséquence immédiate de

la proposition précédente. [

Ainsi, pour déterminer si une matrice A est inversible ou non, on peut lui appliquer des opérations élémentaires sur
les lignes jusqu’a ce qu’on obtienne soit I,,, soit une matrice clairement non inversible. De plus, si I,, = E,. ... F1 A
ol les E; sont des matrices de transposition, de dilatation ou de transvection, alors A~! = E,.... E1I,, : pour obtenir
A~ il suffit d’appliquer & la matrice I,, les mémes opérations élémentaires que celles utilisées pour passer de A & I,,.

Exemple : Reprenons la matrice A = (g :;) Alors :

1 —1/3[1/3 0

5 —2 0 1 L2 — L2 — 5L1

5 =210 1

1 —1/3[1/3 0\ Ly« Ly +(1/3)L,
0 1 |5 -3

(
< (o Tl V) e i
(
(6 Y 3)

On conclut que A est inversible et que A~ = <§ _;)

Exercice 4 Appliquer cette méthode aux matrices de 'exercice précédent.
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