
D.M.5 Centrale 2008 - Corrigé

Question préliminaire

Puisque det (M) = e ̸= 0, la matrice M est inversible. De plus,

a b

c d

 d −b

−c a

 =

ad− bc 0

0 ad− bc

 =

eI2. On en déduit que M−1 =
1

e

 d −b

−c a

 .

A – Récurrences linéaires d’ordre 2

A.1 Soit n ∈ N. Alors Xn+1 =

xn+1

xn+2

 =

 0 1

−a0 −a1

 xn

xn+1

 = AXn, où A =

 0 1

−a0 −a1

 .

A.2 Le polynôme caractéristique de A est χA(X) = X2 − Tr(A)X + det (A) = X2 + a1X + a0. Ainsi,
λ ∈ Sp(A) ⇐⇒ λ2 + a1λ+ a0 = 0.

A.3 a) Quand on cherche les matrices Q telles que AQ = QD, avec on obtient Q =

 x y

λ1x λ2y

 , avec (x, y) ∈

C2.

Le déterminant vaut xy(λ2 − λ1), donc Q est inversible si, et seulement si, (x, y) ∈ (C∗)2.

b)Par suite, pour tout n ∈ N, An = QDnQ−1 = Q

λn
1 0

0 λn
2

Q−1.

A.4 a) On a Tr(A) = −a1 = 2λ, det (A) = a0 = λ2..

b) Quand on cherche les matrices Q telles que AQ = QD, avec on obtient Q =

 x y

λx x+ λy

 , avec (x, y) ∈

C2.

Le déterminant vaut x2, donc Q est inversible si, et seulement si, x ∈ C∗.

La matrice A est alors semblable à T =

λ 1

0 λ

, en prenant par exemple Q =

1 0

λ 1

.

c)Comme T = λI2+E1,2 et E2
1,2 = 0, on obtient par la formule du binôme et parce que I2 et E1,2 commutent

Tn =

λn nλn−1

0 λn

 .

Ainsi, An = Q

λn nλn−1

0 λn

 .Q−1.

A.5 On travaille dans C donc A possède au moins une valeur propre, χA ayant au moins une racine, et au
plus deux, χA étant de degré 2.

— Si A admet deux valeurs propres distinctes, alors A est diagonalisable puisqu’elle a autant de .
— Si A admet une valeur propre double λ, alors A n’est pas diagonalisable, car sinon elle serait semblable

à λI2, donc égale à P−1λI2P = λI2, ce qui est faux.
A.6 – Exemples
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Exemple 1. a0 = 2, a1 = −3, A =

 0 1

−2 3

 , λ1 = 1, λ2 = 2..

Avec Q =

1 1

1 2

, on obtient ∀n ∈ N, xn = (2− 2n)x0 + (2n − 1)x1..

Exemple 2. a0 = 4, a1 = −4, A =

 0 1

−4 4

 , λ = 2..

Avec Q =

1 0

2 1

, on obtient ∀n ∈ N, xn = −(n− 1)2nx0 + n2n−1x1..

B – Vers un ordre supérieur à petits pas

B.1 En développant suivant la dernière ligne, on obtient χA(X) =

∣∣∣∣∣∣∣∣∣
X −1 0

0 X −1

a0 a1 a2 +X

∣∣∣∣∣∣∣∣∣ = X3+a2X
2+a1X+a0.

Ainsi, χA = P.

B.2 Soient (x, y) ∈ S(C)2 et (α, β) ∈ C2. Pour tout n ∈ N, Φ(αx + βy)n =


αxn + βyn

αxn+1 + βyn+1

αxn+2 + βyn+2

 =

αΦ(x)n + βΦ(y)n. Ainsi, Φ est linéaire.

Si Φ(x) = 0, alors xn = xn+1 = xn+2 = 0 pour tout n, donc x = 0. Ainsi, Φ est injective.

Soit Y ∈ S(C3) défini par Y0 =


0

1

0

 et : ∀n ⩾ 1, Yn =


0

0

0

 .

Alors Y /∈ Im(Φ) : en effet, si Y = Φ(X) alors x1 = 1 d’après Y0 mais x1 = 0 d’après Y1, ce qui est absurde.
Donc Φ n’est pas surjective.

B.3

a) Soit x ∈ RP.

Pour tout n ∈ N, Xn+1 =


xn+1

xn+2

xn+3

 =


0 1 0

0 0 1

−a0 −a1 −a2




xn

xn+1

xn+2

 = AXn. Ainsi, Xn = AnX0.

b) Réciproquement, si (Xn) vérifie Xn = AnXn, elle vérifie Xn+1 = AXn, alors (xn) vérifie xn+3 =
−a2xn+2 − a1xn+1 − a0xn, donc x ∈ RP et X = Φ(x).

B.4 On a Φ(RP) = {(AnX0)n∈N | X0 ∈ C3}. Ainsi, Φ(RP) = Vect
(
(Ane1), (A

ne2), (A
ne3)

)
. Cette famille

est libre, donc dim(RP) = 3.
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C – Exemples (quasi) numériques

C.1 – Exemple 1

a) A =


0 1 0

0 0 1

1
2

−3
2

2

 .

Son polynôme caractéristique est χA = (X− 1)

(
X− 1 + i

2

)(
X− 1− i

2

)
, scindé à racines simples, donc

A est diagonalisable.

b) En calculant successivement Xn = AnX0 avec X0 = (1, 0, 0)T, on obtient X1 = (0, 0, 1/2)T, X2 =
(0, 1/2, 1)T, X3 = (1/2, 1, 5/4)T, X4 = (1, 5/4, 5/4)T et X5 = (5/4, 5/4, 9/8)T. On peut conjecturer numé-

riquement la convergence vers


1

1

1

 .

c) La matrice Q =


1 0 2

1 1 1

1 1 0

 est inversible car son déterminant vaut −1 ̸= 0, et on évite d’inverser Q

SURTOUT EN TEMPS LIMITÉ mais on vérifie AQ = QT, donc Q−1AQ = T, où T =


1 0 0

0 1
2

−1
2

0 1
2

1
2

 .

d) On évite les fractions en écrivant T =

 1 0

0
1

2
B

, et B est le bloc B =

1 −1

1 1

.

Par produit de matrices diagonales par blocs, Tk =

 1 0

0
1

2k
Bk


Or B2 =

0 −2

2 0

, B3 =

−2 −2

2 −2

 et B4 = −4I2.

En particulier B4k = (−4)kI2 et
1

24k
B4k =

(−1)k

4k
I2. Finalement :

T4p =


1 0 0

0 (−1/4)p 0

0 0 (−1/4)p

,

T4p+1 =


1 0 0

0 (−1/4)p/2 −(−1/4)p/2

0 (−1/4)p/2 (−1/4)p/2

,
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T4p+2 =


1 0 0

0 −(−1/4)p/2

0 0 (−1/4)p/2

,

T4p+3 =


1 0 0

0 −(−1/4)p/4 −(−1/4)p/4

0 (−1/4)p/4 −(−1/4)p/4

,

En particulier les 4 sous-suites précédentes convergent vers la même limite, donc (Tn) converge vers
1 0 0

0 0 0

0 0 0

 .

e) Ainsi, pour tout X0, Xn = AnX0 = QTnQ−1X0 donc Yn = TnY0, donc (Yn) doncverge vers


1 0 0

0 0 0

0 0 0

Y0.

Donc (Xn) = (QYn) converge vers Q


1 0 0

0 0 0

0 0 0

 .Q−1X0 =


x0 − 2x1 + 2x2

x0 − 2x1 + 2x2

x0 − 2x1 + 2x2


Donc la suite (xn) converge vers x0 − 2x1 + 2x2.

C.2 Le polynôme caractéristique est χA = −(X− 1)(X2 − X + 1) = −(X− 1)(X + eiπ/3)(X + e−iπ/3). En
ne considérant que la première composante de la suite (Xn), on voit que la suite (xn) est une combinaison
linéaire des trois suites (1), (einπ/3) et e−inπ/3) et donc aussi des suites (1), (cos(nπ/3)) et (sin(nπ/3)). On
en déduit que RP ⊂ Vect((1), (cos(nπ/3)), (sin(nπ/3)). Mais dim(RP) = 3 et finalement

Ainsi, RP = Vect((1), (cos(nπ/3)), (sin(nπ/3))

En particulier toute suite de RP est 6-périodique.

C.3

a) P = X3 − (λ+ 2µ)X2 + (λ2 + 2λµ)X− λµ2 donc A =


0 1 0

0 0 1

λµ2 −µ2 − 2λµ λ+ 2µ


b) La valeur propre µ est double et dim(Eµ) = dim(ker(A− µI3)) = 1, donc A n’est pas diagonalisable.

c) On obtient Tn =


λn 0 0

0 µn nµn−1

0 0 µn

 . La convergence de (Xn) équivaut à celle de (λn), (µn) et (nµn−1).

• ∀X0, Xn → 0 ⇐⇒ (λ, µ) ∈ ]−1 ; 1[2 .

• ∀X0, (Xn)converge ⇐⇒ (λ, µ) ∈ ]−1 ; 1]× ]−1 ; 1[ .
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