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EXERCICE 1

Toutes les variables aléatoires de cet exercice sont définies sur un méme espace probabilisé
(Q, A, P’). Pour tout événement A on note Ps(-) la probabilité conditionnelle sachant A.

Soit ¢, deux réels de |0, 1[. Deux joueurs jouent chacun avec une piece qui peut faire Pile ou
Face Le joueur G joue avec une piece avec laquelle la probabilité de faire Pile est 1 — ¢; le joueur
R joue avec une piece avec laquelle la probabilité de faire Pile est 1 — r. Ils lancent simultanément,
chacun leur piece (de fagon indépendante), et répetent 1'expérience (de fagon indépendante).

On note Ty (respectivement Tx) la variable aléatoire égale au rang du premier lancer o G
(respectivement R) fait Pile. On admet que 7 et Tk sont indépendantes.

Q1. (a) Préciser les lois de Tg; et Tx.
(b) Pour tout n € N, donner la valeur de P(Tg > n).
(c) Calculer la probabilité suivante : p = P(Tg < Tr).

Vérifier que si r = ¢, alors p= ——.
l+g
Indication : on pourra utiliser le systéme complet d’évenements (Tg = n)pen=-
Q2. (a) Déterminer la loi conditionnelle sachant (Tx < Tg) de Tg.

(b) Pour tout k € N, montrer que Prrg<ry) (Te > k) = (gr)*.

On suppose dans toute la suite que r = ¢. On note T la variable aléatoire égale au rang du
premier lancer des deux piéces ou apparait au moins un Pile parmi les deux pieces.

Q3. (a) Que valent P(Tg > Tg) et P(Tg # Tr)?
Pour tout k € N, calculer Pir;>1y) (T R > k:)

(b) En déduire que, pour tout k € N, on a : Prrgery) (T > k) = Prg<rn) (T > k).
Montrer que la loi conditionnelle sachant (T # Tg) de T' est égale a la loi conditionnelle
sachant (Tg < Tg) de Tg.

Pour tout évenement A, on note 1,4 sa variable aléatoire indicatrice c’est-a-dire la variable de

BERNOULLI définie par : Yw € w, 14(w) = : S? 5 (e A Sl
0 sinon

Soit la variable aléatoire suivante : J = Liry<ry) + 2 X Lirys1y)-

Q4. Pour tout k € J(Q), exprimer I'évenement (J = k), a l'aide de Ty et Tg.

Q5. Donner la loi conditionnelle sachant (T # Tx) de J.

Q6. Les variables aléatoires T et J sont-elles indépendantes pour la probabilité Py 7
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EXERCICE 2

On fixe un entier n > 2. On se donne une variable aléatoire Xy a valeurs dans [0, n] et une suite

de variables aléatoires (U, )men qui suivent chacune la loi uniforme sur [0,n — 1]. On suppose que
les variables aléatoires Xo, Uy, ..., Upn, ... sont définies sur un méme espace probabilisé ({2, A, P)
et qu’elles sont mutuellement indépendantes.

Q1.
Q2.
Q3.
Q4.

Q5.

Q6.

Q7.

On définit par récurrence la suite de variables aléatoires (X,,)men de la fagon suivante :

Vn €N, Yw € Q, Xpmi1(w) | Xnw) =1 i Un(w) < Xm(w)
m w) =
) 7 +1 Xm(LU) —+ 1 s1 Um<w> 2 Xm(w)

Pour tout m > 0, comparer les ensembles X,,,(€2) et [0,n].
Montrer que, pour tout m > 0, les variables aléatoires X,, et U,, sont indépendantes.
Pour tout m € Net tout (4, 7) € [0, n]?, calculer la probabilité conditionnelle Prx,, -y (Xpm41 = 1).

Montrer que, pour tout m € N et tout 7 € [0,n], on a :
n—i+1 141

PXpr =) = ————P(Xn=i-1)+

P(Xm=i+1).

(n—2)

(a) Montrer que, pour tout m € N, on a : E(X,,41) =

(b) En déduire lexistence et la valeur de lim FE(X,,).

oz 90
0 1 0 ... 0
P(X,, = 0) n 0 2 :

Onnote Y,, = e EMpiR)etAn=10 n—=1 -. -. 0] € M,.:(R).
P(Xm =mn) > . T 8 m
0o ... 0 1 O

Montrer I'existence d’un réel K qui ne dépend pasdem tel que : Vm €N, Y,,.1 = MA,Y,,.

Dans cette question seulement, on suppose que Xy suit la loi binomiale B (n, 5)

Montrer que toutes les variables aléatoires X, suivent cette méme loi.
En déduire une valeur propre de A,.

Soit f Papplication linéaire définie sur R,[X] par f(P) =nXP+ (1 — X?)P'.
(a) Montrer que f est un endomorphisme de R, [X].
Déterminer la matrice de f dans la base canonique (1, X, ..., X™).
(b) Pour j € [0,n], on pose P; = (1 — X)" /(14 X)’. Calculer f(F;).
(c) En déduire que la matrice A, est diagonalisable.

(d) La valeur de Y; étant supposée connue, comment pourrait-on faire pour trouver la loi
de X,, pour tout m entier naturel non nul
(on expliquera juste la démarche sans faire de calcul).



EXERCICE 3

Toutes les variables aléatoires réelles considérées dans cet exercice sont définies sur un espace
probabilisé (2, A, P). Pour toute variable aléatoire réelle X a valeurs dans N, on note Gx sa
fonction génératrice.

Soit p €]0,1[; on note ¢ = 1 — p. Soit (X, )nen+ une suite de variables indépendantes qui

7

suivent toutes la loi de BERNOULLI de parametre p. Soit IV une variable aléatoire & valeurs dans
N indépendante des Xj et telle que P(N = k) # 0 pour tout £ € N.

n
On définit les variables aléatoires Sy = 0 et , pour tout n € N*, S, = Z X;.
i=1
Pour tout w € {2 on pose S(w) = Sn(w)-
On admet que S ainsi définie est une variable aléatoire.

Q1. (a) Pour tout n € N, déterminer la loi de S,,.
Déterminer la loi conditionnelle sachant (N = n) de la variable S.

(b) Pour tout ¢ € [0, 1] et tout n € N, calculer ZtkP(S = kI = n].
keN

(c) En déduire que, pour tout ¢ € [0,1], on a : Gg(t) = Gn(pt + q).
Indication : on pourra utiliser le théoréme de transfert pour le couple (N, .S).
(d) Expliquer sans calcul pourquoi, pour tout ¢ € [0,1], on a : Gn_3(t) = Gn (gt + p).

On suppose désormais que S et NV — S sont indépendantes et que N est d’espérance finie.
On pose pour tout ¢ € [0, 1], f(¢) = In(Gy(1 —1)).

3

Q2. (a) Que vaut f(0)? Montrer que, pour tout ¢ € [0,1], on a : f(¢) = f(pt) + f(q?).
Indication : on pensera a utiliser les résultats des questions Q2c et Q1d.

(b) établir que pour tout n € N, pour tout ¢t € [0,1], on a : f(t) = Z <Z)f(pkqn—kt).
k=0

Q3. Soit € > 0.
(a) Montrer 'existence de f'(0) et en donner une expression en fonction de N.
(b) Justifier qu’il existe a > 0 tel que si z € [0, ], | f(z) — F/(0)z]| < ex.

(c) Montrer qu'il existe ny € N tel que, pour tout n > ny, on a :
Yk € [0,n], p°¢" 7 < o

Q4. En déduire que, pour tout t € [0,1], on a: f(t) = f'(0)t.
On admet que cela reste vrai pour t €]1,2].

Q5. Montrer que N suit une loi de POISSON.

FIN du DEVOIR





