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Exercice 3

Toutes les variables aléatoires réelles considérées dans cet exercice sont définies sur un méme espace probabilisé (
0, A, P ). Pour toute variable aléatoire réelle X a valeurs dans N, on note G'y sa fonction génératrice.

Soit p €]0,1[; on note ¢ = 1 — p. Soit (Xy),.y. une suite de variables indépendantes qui suivent toutes la
loi de Bernoulli de parameétre p. Soit N une variable aléatoire a valeurs dans N indépendante des X, et telle que
P(N = k) # 0 pour tout k£ € N.

n
On définit les variables aléatoires Sy = 0 et, pour tout n € N* S, = >~ X,.
i=1
Pour tout w € Q on pose S(w) = Sy(w)-
On admet que S ainsi définie est une variable aléatoire.

Q 1 (a) Pour tout n € N, déterminer la loi de S,,.
Déterminer la loi conditionnelle sachant (N = n) de la variable S.
(b) Pour tout t € [0,1] et tout n € N, calculer Y t*P(S =k | N =n).
kEN
(c) En déduire que, pour tout t € [0,1], on a : Gs(t) = Gy (pt + q).
Indication : on pourra utiliser le SCE (N = n), .-
(d) Expliquer sans calcul pourquoi, pour tout t € [0,1], on a : Gy_s(t) = Gn(qt + p).

On suppose désormais que S et N — S sont indépendantes et que N est d’espérance finie. On pose pour tout

te0,1], f(t) = In (Gn(1 — 1))

Q 2 (a) Que vaut f(0) ¢ Montrer que, pour tout t € [0,1], on a : f(t) = f(pt) + f(qt).
Indication : on pensera a utiliser les résultats des questions Q1c et Q1d.

(b) établir que pour tout n € N, pour tout t € [0,1], on a : f(t) =Y (})f (p*¢"*t).

Q 3 Soite > 0.

(a) Montrer 'ezistence de f'(0) et en donner une expression en fonction de N.
(b) Justifier qu’il existe o > 0 tel que si x € [0,a],|f(z) — f(0)x| < ex.

(c) Montrer qu’il existe ng € N tel que, pour tout n = ng, on a :

Q 4 En déduire que, pour tout t € [0,1], on a : f(t) = f'(0)t.

Q 5 On admet le résultat précédent est vrai pour t € [0,2]. Montrer que N suit une loi de Poisson.



Solution de ’exercice 3

R 1 (a) Comme S, est la somme des n variables de Bernoulli X1, ..., X, indépendantes de méme paramétre p,
Sy, suit la binomiale B(n,p).

Or, pour tout n € N, et tout k on a : Pn=p)(S = k) = 2 = P(S,=k), puisque

Sp = X1+ -+ X, est indépendante de N (lemme des coalitions).

Ainsi la loi conditionnelle sachant (N =n) de S est la loi binomiale B(n, p).

(b) D’aprés (a) on a S, t"P(S =k | N =n) = Y t*P(S,=k) = G5, (t) = Gxyrix, (1). Or Xy1,..., X,
keN keN

indépendantes donc Gx,+..1x, (t) = Gx, (t) X -+ x Gx, (t) = (¢ + pt)™.

(c) On a bien S (2) C N (car somme de 0 et de 1). Pourt € |0, 1]

Gs(t) = 3 t"P((S=k)N (N =n))

ken
= Z tk Z P((S=k)N(N =mn)) (formule des probas totales)
= :L“X(’J (P(N n) Sy SothP(S=k| N =mn)) (sommation par paquets; tout est positif)
=" P(N =n)(q + pt)" (d’aprés la question précédente)
= GN(q + pt) (par définition de Gy )

(d) Comme X}, ~ B( ), onal—X; ~B(q) et ((1—X,)),cy famille de vA indépendantes (lemme des coalitions).
De plus N — S = Z (1 —Xy).

Donc le résultat de la question précédente s’applique a N — S en remplacant p par q.
done Vt € [0,1], Gy_s (t) = Gn(p + qt)

R 2 (a) Comme (N = n),en est un systéme complet d’événements, on a :

+oo
=Y P(N=n)1"=1 dou f(0) =
n=1

Par indépendance de S et N — S, on a : Gy = Gspn-s) = Gs X Gn_g,
D’ou, pour tout t € [0,1] : Gn(t) = Gn(q+ pt) X Gn(p + qt)
donc Gy(1 —t) =Gn(g+p(1—1)) x Gn(p+q(1 —1)) = Gn(1 — pt) x GN(1 — qt) En prenant le logarithme,

f(t) = f(pt) + f(qt)
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(b) Montrons par récurrence sur n € N la relation : Vt € [0,1], f(t)

- Pour n =0 la relation se résume a f(t) = f(t) (donc est vraie).
- Si la relation est vraie pour une entier n, n > 0, alors on a :

n

ft) = Z <n)f (pkq"_kt) (hyp. de récurrence)

k=0 k
n
n
B Z (k)f (pkH " kt) + f( " kHt) ( remplacer t par pkqn_kt dans la question précédente )
k=0

= (o ()¢ () et (0) )

n+1

1

_ Z <n2 >f (p"¢" ") par la formule du triangle de PASCAL
k=0

2



R 3 (a) Par hypothése, N est d’espérance donc G est dérivable en 1, et qu’alors G\ (1) = E(N).

D’ou (dérivation dune composée) f est dérivable en 0 et : f'(0) = —gx—gg = —E(N).

(b) Comme f est dérivable en 0, on a lim,_ g+ M = f'(0),

soit, puisque f(0) =0 :lim, o+ < |f(2) — 2 f'(0)| = 0.

Donc par définition de la limite, il existe a > 0 t.q. ;Yo €]0,a], L |f(z) —zf'(0)| < e, soit |f(z) — zf'(0)] < ex,
et cela reste vrai pour x = 0 de maniére évidente.

Autre rédaction : f est dérivable en 0 si et seulement si elle admet un développement limité d’ordre 1 en 0 :

fx) = fO)+ f(0)z +o(z) = zf(0) +zo(1).

Donce |f(z) — xf'(0)] =, zo(l). Comme lim, .o+ o(1), par définition de la limite il existe o« > 0 t.q. pour tout
z—0

z €)0,a], on a : |o(l) <e.
(c) Pour tout k € [[On,]] on a : p*¢" % < (max(p, q))". Or (max(p,q))" = 0, car max(p,q) €]0,1].

Donc par définition de la limite, (max(p, q))" < « & partir d’un certain rang, et alors :
vk €{0,...,n},p*¢"" < (max(p,q))" < @

R 4 Pour tout t € [0,1], sin > ng, d’aprés la question précédente (c), on a x = p*q"*t € [0, a] pour tout k < n.
Donc, d’aprés (b), on a : |f (pkq”’kt) — f’(())pkq”’kﬂ < ep®q"*t. Donc :

i (Z)f (P ) - i (Z)pkq"_kf’(o)t

k=0 k=0

|f(t) — f (0] = d’aprés Q2b car Z (n)pkqn_k =1 (binéme)

k
k=0

< Z (Z) | f (pk qnfkt) —f (o)pkq”*kﬂ par inégalité triangulaire
k=0

n

n
€ Z (k)pkq”kt d’aprés la majoration ci-dessus
k=0

N

= et d’aprés la formule du binome
< ecart € [0,1]

d’ot, par théoréme d’encadrement, en faisant tendre € vers 0, on a : f(t) = f'(0)t.

R 5 On a donc : Vt €[0,2],In (Gn(1 — 1)) = f(t) = f(0)t, soit Gn(1 —t) = /'O

soit, en posant v =1 —t : Gy () = /' O0=2) pour tout x € [—1,1], ce qui est la fonction génératrice de la loi de
Poisson de paramétre —f'(0) = E(N).

Comme Gy caractérise la loi, N suit la loi de Poisson de paramétre —f'(0) = E(N).



