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dm 13 Correction E1 et E2

MATHEMATIQUES

Corrigé-du devoir-surveillé n26. - SUJET-STANDARD

SOLUTION DE L’EXERCICE 1

Q1. (a) Comme Tg est le rang du premier succes < le joueur G fait Pile > dont les lancers sont

indépendants de probabilité de succes 1 — ¢, on a |Tg ~ G(1 — q) | (loi géométrique)

De méme on a |Tr ~ G(1 —r).

(b) D’apres le cours sur la loi géométrique, on sait que | P(Tg > n) = r™ | puisque ’événement

(Tr > n) est réalisé si et seulement si les n premiers lancers de R donnent Face.
Autre méthode :

+00 +00 o
P(Tp>n)= Y PTr=m)= ) (1—r)rm_1:(1—r)><1 ="
m=n+1 m=n+1 -

(¢) La | formule des probabilités totales| avec le SCE (T = n)pen+ donne :

+oo
p=P(Te<Tr)=>_ P((Te <Tg)N(Ta =n))

n=1

+oo
= ZP((n <Tg)N (ITe =n))
n=1

400
= Z P(n <Tp)P(Tg =n) (par indépendance)
n=1
+00
— Z (1 — q)g" (d’apres Qla et Q1b)
n=1
(1=

=T (somme d’une série géométrique).

q

Sir=gq, comme1—q2:(1—q)(1+q),0Habi€‘n P=175 |

Q2. (a) D’apres la question précédente, on a P(Tg < Tr) # 0, donc la probabilité conditionnelle est
bien définie. Pour tout k € N*, on a :

P(Tg=k)NPIe <T,
Porg<rp) (T =k) = (Te P(%G - (TRC; ) (def. d’une proba conditionnelle)
_ P((Tg = k)n P(k < Tr))
a P(Tg < Tr)

P(T~ = Ek\P(T
- ( C})(TZ) <(T}}:)> £ (indépendance de Ty et Tg)
(1—q)g" " xr* )
- (1—q)r car P(Tp > k) =r

1—qr
= (qr)* (1 —qr).

Ainsi la loi conditionnelle de T sachant (T > Tg) est la loi | G(1 — gr).
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+oo
(b) Comme en Q1b, on en déduit : P, <1, (Te > k) = z (qr)? =11 — qr) =] (gr)~.
j=k+1

Q3. (a) Par | symétrie puisque T, Tg sont IID, | on a | P(Tg <Tr)=P(Tr <Tg) = p| (cf. Qlc)
dott | P(Tg # Tr) = 2P(Te: < Tg) = 2p.

De méme on peut échanger T et Tk dans le résultat de la question Q2b,

d’ott : | Prr o1y (Tr > k) = Pyt (Ta > k) = ¢**.

(b) La probabilité conditionnelle est bien définie puisque P(Tg # Tr) =2p # 0, et on a :

Plrgzre)(T > k)
_P((Te # Tp) N (T > k))
P(Te # Tg)
1
:mp([(TG <Tr)U(Te > Tr)|N (T > k))
1
" P(T¢ # Tr)
1
"~ P(Tg # Tr)
1
~P(Ta # Tr)
(formule des probabilités composées)
1

=m (P(TG<TR) (TG > k)P(TG < TR) + P(TG<TR) (TG > k)P(TG < TR)) cf. Q3a

= Pirg<rq) (Ta > k).

par definition d’une proba conditionnelle

(P((Te < Tr) N (T > k) + P((Te > Tr) N (T > k))) par incompatibilité
(P((Te < Tr) N (Te > k) + P((Te > Tr) N (Tr > k)))

(Pirg<rn)(Te > k) P(Te < Tr) + Pirg>ry) (Tr > k) P(Te > Tr))

En déduit que, pour tout £ > 1, on a :
Pagzrp) (T = k) = Brgzry) (T > k = 1) = Pz (T > F)

= P(TG<TR) (TG >k — 1) - P(TG<TR) (TG > k)
= (A" = () = (1 - ) () dapres Q2b.

Ainsi la loi conditionnelle sachant (T # Tr) de T est la loi |G(1 — ¢?)| qui est bien la loi
sachant (T < Tr) de T (d’apres le résultat de Q2a).

Q4. Comme les indicatrices valent 0 ou 1 et que les évenements (T < Tr) et (T > Tr) sont incompa-

tibles, on a | J(€2) = [0,2] | et :

(J=1)=(T6<Tr), (J=2)=(Tc>Tr), (J=0)=(Tg="Tg)|




Q5. D’apres la question précédente et les résultats de la questions Q3a, on a :

P(Te £ Tr) N (Te < T P
Pirgpry) () = 1) = Pagzry) (Ta < Tr) = (s 7;(1]“2 :é (ng <) _ ng 7<é ;3 - %

Pirgzra)(J =0) = Prgery)(Ta =Tr) =0

1

dott Prgry) (J = 2) = 1 = Pagzry (J = 0) = Prgzry (J =1) = 5

k 0

En résumé la loi conditionnelle de J sachant (T # Tr) est donnée par :

hol— =
Nol— DN

Prgzry(J =k) | 0

(loi U {1,2}).
(TG:k)ﬂ(Tg<TR) sijg=1
(Tr=k)N(Tg >Tgr) sij=2
Donc, comme P(Tg # Tr) = 2P(T¢ > Tg) (cf. Q3a), on en déduit que :
=k

P(TG?éTR)((J =)n(T = k)) - P((TG z TR)S((;;’G# le)m e TR))
B P((TG = k’) M (TG < TR))
- P(Tg # Tr)
_ EP((TG =k)nNTg < TR))
2 P(Tg > Tg)

Q6. PourtoutkEN*,ona:(J:j)ﬂ(T:k:):{

1
= §P(Tg<TR) (TG = k)
= Pirgra) (J = 1) X Prrgery) (T = k),

d’apres Q5 et Q3b.
De méme, on obtient : Py, 7y ((J =2)N (T =k)) = Pirgrre)(J = 2) X Pipgzry) (T = k).
Et enfin : P(TG?éTR) ((J = 0) N (T = k)) =0= P(Tg;éTR)(J = 0) X P(Tg;éTR)(T = k)

Ainsi : Vj € J(Q),Vk e N*, P(TG?&TR) [(J = ]) N (T = k)] = P(TG#TR)(J = ]) X P(TCSéTR) (T = k’),

ce qui prouve que | 1" et J sont indépendantes pour la probabilité Pz, .7,




SOLUTION DE L'EXERCICE 2

Q1. Il est évident que X,,,(2) C Z. Montrons par récurrence sur m > 0 que : |Xm(Q) C [0,n]. |

e c’est vrai pour m = 0 par hypothese.
e Si c¢’est vrai pour 'entier m, alors, pour tout w € Q :
o 81 Up(w) < Xpp(w) @ alors comme Uy, (w) = 0, on a X,,(w) > 1,
donc Xpp1(w) = Xp(w) —1 € [0,n —1];
o si Up(w) = X (w) : alors comme Upy(w) <n—1et Xppp(w) = Xp(w) — 1,
on a Xpt1(w) € [1,n].
Donc, dans tous les cas, on a : Xy,41(w) € [0,n].
Remarque : il n’y pas forcement égalité, par exemple si X est constante.
Q2. Pour m = 0, la variable X est indépendante de Uy par hypothese.

Pour m > 1, par construction la valeur prise par X,, ne dépend que des valeurs prises par
Xo,Upy ..., Up_1 t.e. |Xm est une fonction des variables aléatoires Xg, Uy, ..., Un_1. |

Or Xo,Uy,...,Un—1,U,, sont indépendantes, donc d’apres le | lemme des coalitions | X, et U, sont
indépendantes.

Autre rédaction (si l'on s’autorise une version du lemme de coalitions avec une famille infinie) :
On montre par récurrence sur m = 0 que la famille X,,, Uy, Upyt1, Uppto, - .. est indépendante.
C’est vrai pour m = 0 par hypothése. Si c’est vrai pour m, alors c’est vrai pour m+ 1 en remplagant

la coalition X,,, U, par la variable X,,,11 = f(Xn, Un) avec R? N R définie par
r+1 siy<az
fy) = {xi_l sijj}x
Donc a fortiori X,,, et U,, sont indépendantes.
Q3. e (Si|i—j|#1,|il est clair que Px,,—jj(Xps1 = 1) =
eSil<j<mneti=j—1:

P[Xm:j] (Xm—i-l =J— 1)

P(Xpm =)0 (Xp1 =j— 1
= (Xm =) 0 (K =5~ 1) (par définition d’une proba conditionnelle)

P(Xm = j)
_r ((mez( )? Lﬂ:([j’; <) (par définition de X,,)
=P(Un < j) (indépendance de X, et Uy,)
_|J (loi de Uyy,)
n
° | Sio<j<n—leti=j+1: | de la méme maniere que le cas précédent, on obtient :
Pt X1 = 3 +1) = Poyu=(Xin = ) 01 (Unn 2 ) = PG < U < 1) = | =2

Q4. Ainsi la | f. des probabilités totales| avec le SCE (X, = j)ogj<n donne, pour tout ¢ € [0,n] :

n
P(Xmi1=1) = Y Pixpej](Xmi1 = 1) - P(Xm = j)

j=0
P(X, =1) sii=0
=|¢ = P(X, =i— 1)+ P(X, =i+1) siie[l,n—1]
P(Xp =n—1) sii=n.

d’ou le résultat voulu en remarquant que les cas particuliers ¢ = 0 et ¢ = n rentrent dans le cas
général car (d’apres Q1) |P(X, = —1) = P(X;, =n+1)=0.




Q5. (a)

Par définition de I’espérance, on a :

E(Xm41) =Y iP(Xpp1 = i)
=0

n . .
it 1
~3i (up(xm —i D+ T P(X, =i 1)) dapres Q4

n n
1=0
1< 1 &
= im—i+1)P(Xp=1i—1)+— Z i+ 1)P( Xy =1i+1) (linéarité de la sommation)
i= 1=0
1 n—1 1 n
== |0+ X;(j +1)(n = HPXn =4) | +- z;(j —1)jP(Xpm=7)+0 (indices décalés)
j= =
1 n—1
= nP(X,, =0)+ Z(](n —2)+n)P(X,, =j)+ (n—1)nP(X,, =n) | (indices décalés)
j=1

= E(Xn,) +1 car (X, = j)ogj<n €St un SCE.

Il s’agit d’une |suite arithmético-géométrique. |

Apres calculs, on obtient que E(X,,) = g + [E(Xo) — g

Dou| lim E(X,)= n puisque, pour n > 2, on a | =2 €] — 1;1].
m—+00 2

Q6. Le résultat de la question Q4 s’écrit sous forme vectorielle :

i.e. il suffit de prendre | M = %

o L o ...0
oo 2 .
Ym+1 =10 ”T—l 0 Ym = EAnYm
.0 2
0 o L0

1
Q7. Montrons | par récurrence sur m > 0| que Y;, = <—n(?)> :
2 0<i<n

e Pour m = 0 c’est vrai par hypothese de la question.

e Si c’est vrai pour m > 0, alors :

(")



d’ou le résultat pour m + 1 puisque pour tout ¢ € [1,n — 1], on a :

oo 2 ) ()

n! . n!
S I S B P Ty

- 1)!(:!— i— 1) <n l—z * %) . 1)!(3!— i—Dl(n = i "(TZ)

Le vecteur-colonne Y;,, # 0 est donc vecteur propre de A, associé la valeur n, donc |n € Sp (A,).

Q8. (a) Ona: f(1)=nX+(1-X?) 0=nX.
Et pour tout j € [1,n] : f(X7) =nXT 4+ (1 - X?)j X771 = (n— )X/ + j X771,
Comme f est linéaire et que les images des vecteurs de la base canonique de R, [X] appar-

=(n+1-1)

tiennent a R, [X], cela montre que | f est un endomorphisme de R,,[X].

Ce calcul donne aussi que |la matrice de f dans la base canonique est A, . |

(b) Chaque polynéme P; est dans R, [X]. Pour j € [0,n] :

fP) =nX(1-X)"7(1+X) +(1-X*)[i1-X)"71+ X7 = (n—7)(1-X)"7 1+ X)]
X)X T X (1 - X) 1+ X) + (1 - X1 - X) — (n—j)(1 — X?)(1+ X)]
—X)" 1+ XY [nX +5(1—-X) = (n—5)01+ X))

25 —n)(1 - X)" 7 (1+ X)? =|(2j —n)P;.

(c) Les polynomes P; étant non nuls, ce sont des vecteurs propres associés aux valeurs propres

27 — n. On obtient ainsi | n + 1 valeurs propres distinctes| de f et donc de A,.
Comme 4,, € M, +1(R) elle est donc | diagonalisable | et Sp (4,) = {2j —n | j € [0,n]}.

(d) 11 faut calculer Y,,. Par récurrence évidente avec la question Q6, on a |Y,,, = (%)m A,"Y) | (on

Yy est la loi de Xp). Et |Anm pourrait étre calculé en diagonalisant A,,.






