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Définition 1 On appelle tribu sur un ensemble Q une partie o de Z(Q) telle que: (i) Q € o
()VAeot, A=Q\Aec A (iii) pour toute suite (Ay) nen d’éléments de <7, U;‘;% A€o
Lensemble Q est l'univers des possibles. Les éléments de </ sont les événements mesurables. Deux
événements A et B sont dits incompatibleslorsque AN B = &. Un systeme complet d’événements
est une suite (A;) ,en d’événements deux a deux incompatibles dont la réunion est égale a Q.

Remarque 1 Si </ estune tribusur Q, g e o et ﬂ;‘;% A, € of pour toute suite (A;)zen de AN,

Définition 2 Si o/ est une tribu sur Q, une probabilité sur (2, «/) est une application P de </ dans
[0,1] vérifiant : P(Q2) =1 et, pour toute suite (A,),>o d'évenements deux a deux incompatibles,
P(U;Z% An) = Z;Z% P(A,) (o-additivité). On dit alors que (Q2, </, P) est un espace probabilisé.
Un évenement dont la probabilité est égale a 1 (resp.0) est dit presque siir (resp. négligeable).

On dit qu'un suite d’événements (A;) ,en €St un systeme quasi-complet lorsque ces événements
sont deux a deux incompatibles et que la somme de leurs probabilités vaut 1.

Remarque 2 Probabilité de 'évenement contraire et de la réunion de deux évenements.
Proposition 1 Une probabilité est croissante pour I'inclusion.

Proposition 2 (Continuité croissante) Si (Ay,)nen est une suite d’événements telle que,
pour tout n, A, € A,+1, alors P(A,) tend vers P(U;j‘(’) Ak) quand 7 tend vers 'infini.

Corollaire 1 (Continuité décroissante) Si (A,)nen €st une suite d’évenements telle que,
pour tout n, A,4+; < Ay, alors P(A,) tend vers P(ﬂ]t‘__’% Ak) quand 7 tend vers 'infini.

Corollaire 2 (Sous-additivité)
Si (Aj) nen est une suite d’événements quelconque, P (U2 A,) < X1 P(Ay) .

Définition 3 Si A et B sont des évenements et si P(B) # 0, la probabilité conditionnelle de A

sachant B est définie par: Pg(A) = P(A|B) = P}‘?Q)B) .

Remarque 3 Pp définit bien une probabilité sur (Q, <) .

Proposition 3 (Formule des probabilités composées) Si As,..., A, sont des éveénements tels que
P(N] Aj) #0 alors: P, A;) = P(A1) Pa,(A2) Payna, (A3) ... Painaa, (An) -

Proposition 4 (Formule des probabilités totales) Si (A;)nen st un systéme complet (ou quasi)
d’évenements alors: P(B) = Z;i‘(’, PBnA,) (WVBe«).

Corollaire 3 Formule de Bayes

Définition 4 Des événements Aj, Ay,..., A, sont dits mutuellement indépendantslorsque, pour
toute partie I de [1,n], P(Njer Ai) = [Tie; P(A)) .

Remarque 4 Des éveénements peuvent étre 2 a 2 indépendants sans |’étre mutuellement.
Proposition5 Si Aj, Ay, ..., A, sontmutuellement indépendants alors A;, Ay, ... , A, le sont aussi.

Définition 5 Si </ est une tribu sur un ensemble Q, une variable aléatoire discréte sur (Q, /) est
une application X sur Q, d’'image finie ou dénombrable, telle que : V x € X(Q), X! ({x}) € «.

Si X est une variable aléatoire discrete sur un espace probabilisé (2, </, P), on appelle loi de X
lapplication Px: 2 (X(Q)— 10,11, U—P(XeU)=P(X1(D)).

Remarque 5 Py est une probabilité sur (X(Q2), entierement déterminée par {P(X = X)}xex(Q) -

Lois usuelles : 1oi uniforme, loi de Bernoulli, loi binomiale, loi géométrique, loi de Poisson.

P((Y=y)nA)

Définition 6 La loi conditionnelle de Y sachant A est donnée par P4(Y = y) = —F5q5

Proposition 6 Si X et Y sont deux variables aléatoires de méme loi, alors f(X) et f(Y) aussi.
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Proposition 7 Si X et Y sont deux variables aléatoires discretes sur (Q2, &),
alors Z:w+— (X(w), Y(w)) estune variable aléatoire discrete sur (2, /) .

Définition 7 Laloi du couple (X, Y) est appelée loi conjointe.
Elle est déterminée par {P((X,Y) = (x,))=P((X=x0)n (Y =y)); (x,y) € X(Q) x Y (Q)}.
Les lois de X et de Y sont appelées lois marginales.

Définition 8 Deux variables aléatoires discretes X et Y sur (Q,</) sont dites indépendantes
lorsque: YAc X(Q), VBcY(Q), P(Xe A YeB)=P(XeAP(YeB). Onnotealors X 1L Y.

Proposition8 X 1Y < V(x,))eX(Q)xY(Q), PX=x,Y=y)=PX=x)P(Y =y)

Proposition 9 (Lemmedes coalitions) Si X, ..., X, sontdesv.a.d. indépendantes alors f(Xj,..., Xi)
et g(Xg+1,...,Xy) sont deux v.a.d. indépendantes.

Définition 9 Lespérance d'une v.a.d. X a valeurs dans [0, +oo] est définie par :

E(X) =Y xex@XP(X=x) (aveclaconvention xP(X =x)=0 si x=+oo et P(X =+00) =0)
On dit qu'une v.a.d. X a valeurs dans C est d’espérance finie lorsque la famille (x P(X = x)) xex(Q)
est sommable. E(X) est alors la somme de cette famille. On dit que X est centrée lorsque E(X) = 0.

Remarque 6 Positivité de I'espérance pour des v.a.d. a valeurs réelles.
Remarque 7 Si X est a valeurs positives et d’espérance nulle, alors (X = 0) est presque s{r.
Remarque 8 Si X est avaleurs dans N, alors E(X) =} ,>, P(X > n).

Proposition 10 f(X) est d’espérance finie si et seulement si la famille (f(x) P(X = x))xex(q) €st
sommable. Et 'espérance de f(X) est alors la somme de cette famille. (Formule du transfert)

Corollaire 4 Linéarité de I'espérance; croissance de I’espérance.
Corollaire 5 Si |X|< Y et E(Y) < +oo alors X est d’espérance finie et |E(X)| <E(Y).

Proposition 11 Si X et Y sont deux v.a.d. indépendantes d’espérances finies, alors XY aussi et
E(XY)=E(X)E(Y).

Proposition 12 Soit X et Y sont deux v.a.d. réelles. Si X2 et Y sont d’espérances finies, alors XY
aussi et |[E(XY)| < VE(X?E(Y?) (inégalité de Cauchy-Schwarz).

Définition 10 Si X et Y sont deux v.a.d. réelles avec X2 et Y2 d’espérances finies, on définit :

i) la variancede X, V(X) = E((X - E(X))?) = E(X?) —E(X)?

ii) la covariancede X etY, Cov(X,Y) =E(XY)-E(X)E(Y)
iii) 'écart typede X, 0(X) =+v/V(X)  (etl'ondit que X est réduite lorsque o(X) = 1)
Remarque9 i)V (a,b) € R?, V(aX+Db) = a®V(X) ii)sio(X)>0alors % est centrée réduite.
Proposition 13 V(X1_ X)) = X7, V(Xp) +2 X1 <ic j<n Cov(X;, X))
Proposition 14 Inégalités de Markov et de Bienaymé-Chebychev; loi faible des grands nombres.

Proposition 15 Si X est une variable aléatoire discrete a valeurs dans N, alors la série de terme
général P(X = n)t" converge normalement sur [-1,1]; etl’'ona: Z;Z% P X=n)t"=E (tX) .

Définition 11 La fonction Gx(#) ainsi définie est appelée fonction génératrice de X.
Proposition 16 Si X et Y sont indépendantes, alors Gxiy = Gx Gy .

Proposition 17 X est d’espérance finie ssi Gy est dérivable en 1, auquel cas E(X) = G'(1).



