DEVOIR 19 : VARIABLES ALEATOIRES

PSI 1 2025-2026 mardi 03 février 2026

QCM

DSE classiques : vrai ou faux 7
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Couples de variables : soit X,Y deux VAD réelles sur (€, A, P), on suppose que X(§2) et Y(2) sont finis

YyeY(Q), P(y=y)= Y P(X=x)P(Y=y)[2.3] X, Y suivent des lois unif. <= (X,Y) suit une loi unif.

xEX()
Yx eX(2), PX=x)= > PX=xY=y) X, Y suivent des lois unif. = (X,Y) suit une loi unif.
yev(®)

Indépendance : soit X1,X2,X3,Xa quatre variables aléatoires réelles indépendantes sur (€2, A, P)

X7 et X% sont indépendantes X1 4+ X2 et X7 + X3 sont indépendantes
X1 + X2 et X3 + X4 sont indépendantes X1 cos(Xz) et sin(X3 + eX*) sont indépendantes

Lois usuelles : soit un entier n € N, trois réels p €]0;1[, A,p > 0, une variable aléatoire X suivant la loi

géométrique §(p), Y et Z suivant les lois de POISSON P(A) et P(p)
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Soit (€2, A, P) un espace probabilisé, E un ensemble quelconque.

Qu’est une variable aléatoire discrete de 2 dans E 7
Soit p €]0; 1] et X une variable aléatoire sur un espace probabilisé (2, A, P) qui suit la loi géométrique
de parameétre p. Montrer que P(X > n) = (1 — p)™ pour tout entier n € N.

Exercice 1 | Soit une urne avec N boules numérotées de 1 a N. On effectue n tirages avec remise dans cette

urne (on les suppose indépendants mutuellement et équiprobables) et on note Xy le numéro de la boule
obtenue au k-ieme tirage. On pose M = Max(X1, -+, Xn).

a. Donner M (). Déterminer P(M = 1).

b. Quelle relation lie, pour m € [[2; N, les probabilités P(M = m), P(M < m) et PM < m —1) ?

c. Calculer P(M < m) pour m € [[1;N]. En déduire la loi de M.

Soit X et Y deux variables aléatoires discrétes indépendantes suivant respectivement une loi de
Po1sSON de parametres A > 0 et la loi géométrique de parametre p €]0;1].

Quelle est la probabilité que la matrice A = (é \]() soit diagonalisable ?



| DEVOIR 19 NOM : PRENOM :

Répondre dans le tableau ci-dessous au QCM : mettre une croix dans la case de la ligne i colonne j

revient a déclarer la question i.j vraie. Ne rien mettre revient a la déclarer fausse.

i-j 11|23 |4 ]| Fautes

Sl w N

Preuve

Exercice 1



Exercice 2
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i-3 | 11213 |4 | Fautes
1 X X
2 X|X|X
3 X X
4 X

1.1 Faux : ca commence 4 n =1 1.2 Vrai : cours 1.3 Faux : il y a des (—1)™ 1.4 Vrai: x? € R.

2.1 Vrai: Q= |_| (X=x)donc P()=1= >  P(X=x) par o-additivité et on multiplie par P(Y =y)
XEX(D) xeX(Q)

2.2 Vrai: X =x) = |_| (X =x,Y =1y) et o-additivité 2.3 Vrai : X(2) et Y(£2) sont finis et calcul 2.4

YyeY(Q)

Faux : exemple carré magique vu en cours.

3.1 Faux : si X3 ~ B(p), on a Xy = X% 3.2 Vrai : lemme des coalitions 3.3 Faux : si X = X3 = 0,

X7 4+ X2 = X7 + X3 3.4 Vrai : conservation d’indépendance et coalition.

4.1 Faux : c’est P(X > n+1|X >n) = P(X > 1) (sans mémoire) 4.2 Faux: X(Q) = N*: P(X>1)=1#1-p

par exemple 4.3 Vrai : du cours car lim m(A) = A et loi des ”éveénements rares” : ”binomiale converge

m—+o0 m

vers POISSON” 4.4 Faux : Y + Z suit la loi P(A + ) si Y et Z sont indépendantes.

Soit (€, A, P) un espace probabilisé, E un ensemble quelconque et X : 2 — E une application.

On dit que X est une variable aléatoire discrete sur (€2,.4) si :
e L’ensemble image X(€2) (univers image) est fini ou dénombrable.
e Vx €X(Q), X T({x}) = X =x) = {w € Q| X(w) = x} fait partie de la tribu A.
+oo

+oo
Par définition, X(2) = N* d'o (X >n) = || (X =K et P(X >n) = 3. P(X=k) par
k=n-+1 k=n+1
o-additivité. Or, X suit la loi §(p), d'ot1 ¥k € N*, P(X = k) = (1 —p)*~'p. Ainsi, en posant j =k —n —1,
+oo +oo .
PX>n)= > (1-p)* p=p0—p)" L (1—-p) =p(1—p)" x —A—— = (1—p)"car [I —p| < 1.
k=nd1 =0 1—(0-p)

a. Clairement M(2) = [[1;N]. On a par construction (M =1) = (X; =1)N---N(Xn =1) et

Vk € [1;n], P(Xx=1) = llli donc P(M =1) par indépendance de Xj,- -, Xy,.
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b.Simz22 M<m)=M=m)UM<m—1)donc PM=m)=PM<m)—PM<<m-1).

cc. M<m)=Xg<m)N---N(Xuy <m) donc P(M < m) = P(X; < m)™ par indépendance (les X ont

méme loi). Mais P(X; < m) = % (équiprobabilité sur toutes les boules de 'urne) donc P(M < m) = E—:

mt—(m-n" . .
Par conséquent : Vm € [1;N], P(M =m) = — (vrai aussi pour m = 1).
Si X #Y, A est diagonalisable car elle a deux valeurs propres distinctes (X et Y).

Si X =Y, A n’est pas DZ car alors elle serait semblable & la matrice D = <>.§ i) donc égale & D : NON !
+oo

Ainsi, la probabilité cherchée est P(X # Y) or (X = Y) = |_| (X = kY = k). Comme X(2) = N et
k=0

—+oo

Y() = N P(X=Y)= Y PX=k)P(Y=k) par indépendance de X et Y et P(A DZ) =1— P(X =Y) avec
k=1
1 — k-1

P(X=Y) = +§D:0 e M\ p(1—p)* 7" _ pe? AF AR —p)* _ pe? (NP —1) = P _(e7PA —e7H).
K=1 k! T—=px= k! T—p 1-p



