TD 15 - Lien Systemes Linéaires/Calcul Matriciel
(Correction)

1 Rappel : Résolution de Systéemes Linéaires grace au pivot de Gauss

Exercice 1 - Interprétation matricielle. Donner I’interprétation matricielle des systemes linéaires suivants.
On ne demande pas de résoudre les systemes linéaires.

xX+y+z+r=1

—x+yt+tz—t=1

x—y+z—t=1

x+y+z—t=3

Soit (x,y,z.7) € R*. On a,

x+y+z+r=1 1 1 1
—x+y+z—t=1 -1 1 1 -1
x—y+z—t=1 I -1 1
X+y+z—1=3 I 1 1

~ N~ =

xX+y+z—4=-1
2x—3y—8z+T7t=38
x+3y+5z—10r = -5
dx—y—6z—t=06

b)

Soit (x,y,z.7) € R*. On a,

xX+y+z—4t=—1
2x—3y—8z+7t =38
x+3y+5z—10r = -5
dx—y—6z—1=6

: : —10
-1 -6 -1

A= N =
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|

~ N =
oo

27—-2t+8u=0
€) ¢x+2y+z+5u=0
—2x—4y—z—8u=0

Soit (x,v.z.7,u) € R>. On a,

27 -2t +8u=0 o o0 2 -2 8
X+2y+z+5u=0 & 1 2 1
—2x—4y—z—8u=0 -2 -4 —z

~ N =
S




d

x—y+z=1
2c+y—z=2
2y+3z=3
x—=5y+7z=4

Soit (x.y.z) €R’. Ona,

x—y+z=1
x+y—z=2
2y+4+3z=3
x—5y+7z=4

—_—O N =

W N =

o~




Exercice 2 - Pivot de Gauss. Dire si les systemes suivants sont compatibles ou non, et donner le cas
échéant les solutions. On pourra utiliser la méthode du pivot de Gauss.

x+y+z+t=1
—x+y+z—t=1
xX—y+z—t=1
xX+y+z—t=3

Soit (x,y,z,¢) € R*. On peut montrer grace a la méthode du pivot de Gauss (calculs non
détaillés ici que) :

xtytztr=1 X 4+ 0y + oz +t =1
7x+y+Z*[:1 - y + z — 1
x—y+z—t=1 z — t = 1
x+y+z—t=3 t = -1

x = 1

D=1

- T~ o

t = -1

Ainsi, le systeme linéaire admet une donnée par| (1,1,0,—1). | En parti-
culier, le systeme est | compatible.

xX+y+z—4t=-1
2x—3y—8z+7t =8
x+3y+5z—10t = -5
4x—y—6z—t=06

b)

Soit (x,y,z,¢) € R*. On peut montrer grace a la méthode du pivot de Gauss (calculs non
détaillés ici que) :

x+y+z—4r=—1

2x—3y—8z+Tt =8 {x + y + z — 4 = -1
=
x+3y+5z—10t = -5 y + 2z - 3 = -2
dx—y—6z—1t=06
x = z+t+41
- {y = 27432

Ainsi, le systeme linéaire admet une ‘ infinité de solutions, | de la forme

(z+1+1,-2z4+3t—2,z,1) pour tout z,7 € R

En particulier, le systeme est| compatible.



2z—2t+8u=0
€) S x+2y+z+5u=0
—2x—4y—z—-8u=0

On peut montrer que le systeéme linéaire admet une ’ infinité de solutions, | de la forme

3t t
(—2y— > —1,1, E) pour tout y,z € R

En particulier, le systéme est | compatible.

x—y+z=1
x+y—z=2
2y+3z=3
x—5y+7z=4

d)

On peut montrer par la méthode du pivot de Gauss que ce systeme linéaire n’admet

pas de solution |: le systeme n’est | pas compatible.



Exercice 3 - Compadtiblité. Déterminer si les systemes linéaires suivants sont compatibles sans résoudre

le systéme. On pourra utiliser la proposition 1.8 du polycopié. Attention, on ne demande pas de résoudre le
systeme.

(900

On peut remarquer que

(&)=2() =)

Ainsi, le second membre B est une combinaison linéaire des colonnes de A donc le systeme

linéaire AX = B est| compatible. | Il admet au moins une solution donnée par le vecteur

)

1 1 X -1
b) [0 1 1 yl=11
0 0 z 2

—A =B

On peut remarquer que

1| =(-2)-
2

+(=1)-|1]+2-|1
0 1

=i

Ainsi, le second membre B est une combinaison linéaire des colonnes de A donc le systeéme

linéaire AX = B est| compatible. | Il admet au moins une solution donnée par le vecteur

-2
—1
2



1 1 2 X 0
o [0 -1 1 y|=1-1
1 2 -1 z 3

N—————
=A =B

0 1 1 2
—1|=2-{0]+0-[=1]+(=1)-[ 1
3 1 2 ~1

Ainsi, le second membre B est une combinaison linéaire des colonnes de A donc le systeme
linéaire AX = B est| compatible. | Il admet au moins une solution donnée par le vecteur

2
0
-1



Exercice 4 - Systémes avec des paramétres. Résoudre les systemes suivants oll a, b, ¢, d et m sont des

parametres réels.

ax+y+z=1
a) Sx+tay+z=1
x+y+az=1

Soita € R. Soit (x,y,z) € R*. En appliquant la méthode du pivot de Gauss, on obtient,

ax + y + z =1 x 4+ y + az = 1 Lz« L
S x + ay + z = 1 & ax + y + z =1
x 4+ vy 4+ az = 1 x + ay + z = 1
X+ y + az =
& (1Zay + (-a)z =
(a—1)y + (l-az =
x + y + az =
& (1Zay + (1-a)z =
2—a—-d*)z; =
X+ y + az
& (I—a)y + (1—-a?)z

—(a—1)(a+2)z

° ’ Sia#leta# -2 ‘ alors, (a—1)(a+2) # 0 et donc en résolvant le systeme de bas
en haut, on obtient,

1

aT2

a+2
___l-a
(a—1)(a+2)

Le systeme admet donc une | unique solution | donnée par

)

S <« y

Z

1
a2

1 1 1
a+2 a+2 a+2

° alors le systeme devient

+

+
+

X az

(1-a*)z
0

y

= (I—a)y

(S)

La derniere ligne est incompatible. Le systeme n’admet ’ aucune solution.
° alors le systeme devient

x + y

+

<
0 =
0

S <

0

Le systeme admet alors une ’ infinité de solutions |de la forme,

’(,y,Z+17y,Z) pour tout y,z € R

1

1—a Ly <+ Ly —al,

0 Ly <+ L3—L;
1
1—a
l—a L3+ I13+1,
= 1
= 1l—a
= l—a



b)

x+2y—3z=a

2x—y+4z=>
4x+3y—2z=c
x+y+z=d

o |Sib=2d—-ceta=c—d ‘ alors, le systeme admet une ’ infinité de solutions | de la
forme

1 1
<x,5(x+2d10x),5(c+3d5x)) pour tout x € R

° le systeme n’admet | pas de solution.




Exercice 5 - Conditions d’existence. A quelle(s) condition(s) sur les parametres a, b, ¢ et m les systémes
suivants admettent-ils au moins une solution? Donner alors les solutions.

x+2y—3z=a
a) {3x—y+2z=>»b
x—5y+8z=c

Le systeme est compatible si et seulement si|2a —b+c =0.

2x+y—z=1
b) {x—2y+2z=m
x+y—z=1

Le systeme est compatible si et seulement si



2 Inverse d’une matrice

Exercice 6 - Résolution rapide grdce a l'inverse. Soient
1 3
A= (2 3)
et
0 1 1
2=(o) 2=() ()

1. Montrer que la matrice A est inversible et donner son inverse
La matrice A est de taille 2 x 2. On peut commencer par calculer son déterminant qui vaut

det(A) =1x4—-2x3=-2

Comme det(A) # 0, la matrice A est inversible et son inverse est donnée par
1/4 -3
—1 -
4= (2 1 >

2. En déduire la résolution des systemes linéaires

AX =B, AX=B, et AX=DB;

d’inconnue X € .#> 1(R) sans utiliser la méthode du pivot de Gauss.

e SoitX € .4, 1(R). Comme A est inversible, on peut résoudre le systeme directement de la
maniere suivante :

AX = B &

- el

e De méme, le systeme linéaire AX = B, admet une unique solution donnée par le vecteur

= (7)

e De méme, le systeme linéaire AX = B3 admet une unique solution donnée par le vecteur

<0

10



Exercice 7 - Résolution rapide grdce a l'inverse. Soit

1 1
A=12 1
1 0

NN =

1. Montrer que la matrice A est inversible et donner son inverse.

On peut montrer (cf Méthode de 1’Exercice 8) que la matrice A est inversible et que son
inverse est donné par

-2 2 -1
A= 2 -1 o0
1 -1 1

2. En déduire (sans faire le pivot de Gauss !) que le systéme suivant d’inconnue (x,y,z) € R® admet une
unique solution que I’on donnera,

x + y 4+ z = 1
2x + y + 2z =
X + 2z = -1

Soit (x,y,z) € R®. En passant par I’interprétation matricielle, on obtient,

I
\
=

X
X
X

y

+
+

N
+ + +
N o
NN
Ll
| w
g’
=
N
I
W

& y| = A7 3 CAR A est inversible

—1
-2 2
2 -1
I -1
5
—1
-3

>
N =
Il

—1

>
N =
Il

—1
0 3 en utilisant la question 1
1
)

A (X,}’,Z>:(5,*l,*3

Ainsi, le syteme linéaire admet une donnée par le triplet| (5,—1,—3).
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Exercice 8 - Calcul d’inverse. Déterminer I’inverse, s’il existe, des matrices suivantes.

111
A=[0 1 1
0 0

1
a) Opérations sur A b) Opérations sur I3
1 1 1 1 0 0
0 1 1 0 1 0
0 0 1 0 0 1
100 1 -1 -1
~10 1 1 (C2<—C2—C1)&(C3<—C3—C1) ~ 10 0
0 0 1 0 1
1 00 1 -1 0
~10 1 0 (C3 —C3— Cz) ~ 10 1 —1
0 0 1 0 1

La matrice A est donc | inversible | et son inverse est donné par

1 -1 0
A'=10 1 -1
0 0 1
Vérification.
11 1\ /1 -1 0
AA'=10 1 1[0 1 —1]=8K v
o0 1/\o o 1

1 01
o B=|[0 11
110

De méme, on peut montrer que B est | inversible | et que son inverse vaut

12



2 4 3
dCc=(0 1 1
2 2 -1
De méme, on peut montrer que C est et que son inverse vaut
3 —-10 -1
1
C =7 -2 8 2
2 -4 =2

01 2
ey D=1 2 1
2 4 1

De méme, on peut montrer que D est | inversible | et que son inverse vaut

-2 7 -3
Dl'=1 -4 2
0 2 -1

11
) E=[2 0 1
2 1 -1

De méme, on peut montrer que E est| inversible | et que son inverse vaut

-1 0 1
1
1

13



Exercice 9 - Matrices non inversibles. Montrer que les matrices suivantes ne sont pas inversibles.
1 1
a) A=

e Premiére méthode (cas particulier d’inversibilité). La matrice A est de taille 2 x 2.
Son déterminant vaut det(A) = 0. Donc la matrice A n’est pas inversible.
e Deuxieme méthode (échelonnage). En échelonnant la matrice, on obtient,

()-(Y wew-w

On peut transformer par opérations élémentaires la matrice en une matrice triangulaire
supérieure qui n’a pas tous ses coefficients diagonaux non nuls. La matrice A n’est

donc | pas inversible.

2 -2
ws=(7 )
La matrice B est de taille 2 x 2. Son déterminant vaut det(B) = 0. Donc la matrice B n’est

pas inversible.

101
oc=[0o10
000

La matrice C est une matrice triangulaire supérieure dont tous ses coefficients ne sont pas

non nuls, donc la matrice C n’est | pas inversible.

1 2 3
d D=2 4 6
1 2 3
Echelonnons la matrice.
1 2 3 1 2 3
2 4 6|~10 0 O (L3%L3—L1)&(L2%L2—2L1)
1 2 3 0 0 O

On peut transformer par opérations élémentaires la matrice en une matrice triangulaire
supérieure qui n’a pas tous ses coefficients diagonaux non nuls. La matrice D n’est donc

pas inversible.

14



Exercice 10 - QCM Lien Systémes/Matrices. Sélectionner la ou les bonne(s) réponse(s).
1. Soit A € #,(K) et B € #,,1(K). Le systeme linéaire AX = B peut...

a) ‘ admettre aucune solution ‘

b) ‘ peut admettre une unique solution ‘

¢) peut admettre exactement deux solutions

d) ‘ peut admettre une infinité de solutions ‘

2. Soit A € GL,(K) (matrice inversible) et B € .4, 1(K). Le systeme linéaire AX = B est...

o [compacti]

b) ‘ admet au moins une solution ‘

c) ‘ admet une unique solution ‘

d) admet une infinité de solutions

3. Soit A € #,(K) et B € #,1(K). Le systeme linéaire AX = B admet au moins une solution lorsque...

a) ‘ le systeme est compatible ‘

b) ‘ lorsque A est inversible ‘

c) ‘ lorsque B est une combinaison linéaire des colonnes de A

d) |lorsque B =0y,

15



3 Pour aller plus loin

Exercice 11 - Inverse via un polynéme annulateur. On considere la matrice

2 =2 1
A= 2 =3 2
-1 2 0

1. Calculer (A —1z)(A+35).

En effectuant le calcul, on obtient que

|(A—1)(A+315) =05

2. En déduire une relation entre A2, A et Is.

D’apres la question précédente,
(A—L)(A+35) =03

En développant, on obtient

A2 +24 35— 0

3. En déduire que A est inversible et donner son inverse.
D’apres la question précédente, on a,
A’ +2A-3,=0
donc  A?+24=3L
donc A(A+2L) =31

1
donc A

3
On en déduit que A est et que

(A+25) =1

| L[4 2
A*‘:§(A+213):§ 2 -1 2
\-1 2 2

16



Exercice 12 - Diagonadlisation. On considere les deux matrices

1 1 -1 1 -3 0
P=10 1 1 et A=|-6 4 -6
-1 0 1 -3 3 =2

1. Montrer que P est inversible et calculer son inverse.

En échelonnant la matrice (cf Méthode Exercice 8), on peut montrer que P est
et que son inverse est donné par

2. Montrer que la matrice D = P~!AP est diagonale.

En effectuant le produit matriciel, on trouve que

&)
I
o
\
S
o

qui est bien une matrice diagonale.
3. En déduire, pour tout n € N, I’expression de D".

Comme D est une matrice diagonale, on montre par récurrence immédiate que

10 0
VneN, D'=[0 (=2 0
0 0 4

4. Montrer par récurrence, pour tout n € N, A" = PD'P1,
Cf DM3

5. En déduire, pour tout n € N, I’expression de A”.

17



Exercice 13 - Etude d’une suite récurrente d’ordre 3. On considére la suite (t4)nen définie par ug =
2,u; = lup=—1let
VneN, w3 =2up2+Upy1 —2uy

On définit les matrices A et P suivantes

2 1 =2
A=11 0 O
01 0
et
1 1 4
P=11 -1 2
1 1 1

1. Montrer que P est inversible et calculer P~!.

En échelonnant la matrice P, on trouve que P est inversible et que

1 -3 3 6
Pl = 132
"\2 o0 =2
2. Onpose D = P~'AP. Calculer D.
On peut calculer que
1 0 O
D=0 -1 0
0 0 2
3. En déduire D" pour tout n € N.
On peut montrer par récurrence que
1 0 0
Vn €N, D=0 (=" 0
0 0 2"
4. Montrer que pour n € N, D" = P~1A"P
5. En déduire A" pour tout n € N.
Un+42
6. Pourn € N, on pose X, = | w41
Up
(a) Exprimer X, en fonction de A et X,.

On a,

Vn € N? X Fl — AXn

(b) En déduire, pour tout n € N, une expression de X, en fonction de A" et Xp.

On peut montrer par récurrence que,

VneN, X, = A”X()

(c) Déterminer, pour tout n € N, I’expression de u,, en fonction de .

18



Exercice 14 - Pour tout a € R, on définit la matrice

M(a) = g
1

S Q =
QI —= O

Par la méthode de votre choix, discuter de I'inversibilité de la matrice M(a) en fonction de la valeur du
parametre a. Le cas échéant, donner la valeur de son inverse.

Soit a € R. Pour déterminer I’inversibilité de la matrice M(a), on va I’échelonner.

1l a 0 1 a 0
a 0 1|~|0 —a* 1 (Ly + Ly —aly)
01 a 0 1 a
1 a 0
~ |0 1 a (L2<—>L3)
0 —a® 1
1 a 0
~10 1 a (Ls + L3 +a2L2)
0 0 1+d°

e Premier cas : si 1 + a3 = 0, ¢’est-2-dire si a = 1, alors, la matrice M (a) peut étre transfor-
mée par opérations élémentaires la matrice en une matrice triangulaire supérieure qui n’a

pas tous ses coefficients diagonaux non nuls. La matrice M(a) n’est donc | pas inversible.

e Deuxiéme cas : si | +a’ # 0, c’est-a-dire si a # 1, alors, la matrice M(a) peut étre
transformée par opérations élémentaires la matrice en une matrice triangulaire supérieure
qui a tous ses coefficients diagonaux non nuls. La matrice M(a) n’est donc
En effectuant exactement les mémes opérations élémentaires sur la matrice /3, on obtient
que I'inverse de M (a) vaut

1 1 a —a
(o)t = s 2 —a 1
1+a 1 az

19



Exercice 15 - Oral PSI Mines-Télécom 2019. Soita € Ret

1 a & & ... ot

0 1 a o ... a2

0 0 1 a a3
A =

0o ... ... ... 0 1

Montrer que A est inversible et calculer son inverse.

Soit a € R. Pour se simplifier, on va traiter le cas particulier ou la matrice est de taille 3 x 3,
c’est-a-dire
1 a o
A=10 1 a
0 0 1
Le cas général se traite de méme. On peut déja remarquer que A est une matrice triangulaire dont

tous les coefficients diagonaux sont non nuls dont la matrice A est . Pour trouver
I’inverse de A, on va échelonner la matrice et faire subir les mémes opérations a la matrice /3.

a) Opérations sur A b) Opérations sur I3

1 a & 1 00

01 a 01 0

0 0 1 0 0 1
1 00 1 —a

~10 1 a (Cy < Gy —aC))&(C; + C3 — a*C)) ~l0 1

0 0 1 0 0
1 00 1 —a

~10 1 O (C3 + C3—aCy) ~ 10 1

0 0 1 0 0

La matrice A est donc | inversible | et son inverse est donné par

20



Exercice 16 - Oral PSI Mines-Télécom 2019. Soit n € N*. Soit A = (a; j)1<i j<n telle que

. 1 sii#j
Vi, j €{1,...,n}, ai’j:{ 0 siie )
Montrer que A est inversible et calculer son inverse.

Soit a € R. Pour se simplifier, on va traiter le cas particulier ou la matrice est de taille 3 x 3,
c’est-a-dire

0 1 1
A=|1 0 1
1 1 0

Pour montrer que A est inversible et calculer son inverse, on va échelonner la matrice et faire
subir les mémes opérations a la matrice /3.

a) Opérations sur A b) Opérations sur I3
0 1 1 1 00
1 0 1 010
1 10 0 0 1
1 0 1 010
~10 1 1 Ly < Ly ~|1 0 O
11 0 0 1
1 0 1 0 1 O
~10 1 1 (L3 — L3 —L]) ~ |1 0 0
01 -1 0 -1 1
1 0 1 0 1 0
~10 1 1 (L3 — L3 —Lz) ~ 1 0 0
0 0 -2 1 -1 1
1 0 1 1 0 1 0
~10 1 1 (L3 + —§L3) ~|1 0 O
11 1
0 01 > 2 T3
1 0 1 0 1 0
~ — ~ 1 _1 1
0o 1) TR t
2 2 2
1 0 0 11 1
~10 1 0 (Ly <Ly —L3) ~ 12 _21 %
00 1 i A
2 2 2

La matrice A est donc | inversible | et son inverse est donné par
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Exercice 17 - Ecrit PT Mathématiques A 2013. Soient m, n, p, g, r, s des entiers naturels non nuls. My, 4(C)
désigne I’ensemble des matrices a p lignes et ¢ colonnes, a coefficients complexes et .#;.;(C) I’ensemble des
matrices 2 r lignes et s colonnes, a coefficients complexes. .#;,(C) désigne I’ensemble des matrices carrées
d’ordre n, a coefficients complexes. Soit A € .#), ,(C) de terme général a;; et B € .#,(C) de terme général
b,‘j.
1. A quelle condition sur p,q,r,s le produit AB est-il bien défini ? Quelle est alors la taille de la matrice
AB?

Pour A € 4, ,(C) et B € #,4(C), le produit AB est bien défini si et seulement si .

Dans ce cas, |AB € .4, 4(C).

2. Sous cette condition, on note c;; le terme général de la matrice AB. Exprimer c;; en fonction des a;; et
bij.
Pour touti € {1,..., pretje{l,...,s},ona

.
cij= Y airbi;
k=1
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